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Summary

In the area of communications there is a general interest in designing multiple-access
protocols which provide for fair and efficient use of the network channel, and error control
protocols which provide for high throughput efficiency and reliability. This thesis examines
and optimizes the performance of a slotted random access code division multiple-access
(CDMA) packet radio network (PRN). The PRN is comprised of an arbitrary number of
full-duplex radio units arranged in a paired-off topology. Slotted ALOHA random access
is used in conjunction with CDMA for channel access and a type I hybrid ARQ is used for
error control.

Performance is evaluated in terms of link-level throughput-delay for channels stressed
by multiple-access interference, background noise, and jammer noise. Throughput-delay ex-
pressions are derived in terms of the channel’s cutoff rate and capacity. Performance bounds
are achieved by using error detecting/correcting codes with rates opcrating arbitrarily close
to the channel’s cutoff rate and capacity. The mathematical model accounts for the effects
of multiple-access interference, background noise, and jammer noise. The stochastic nature
of the multiple-access interference is modeled by means of a Markov chain with the state
being the number of backlogged users. Jammer noise is modeled as a worst case pulse
jammer. Both the steady-state and dynamic performance of the network is analyzed.

Performance is optimized over network design parameters such as the retransmission
probability, code rate, and processing gain. For channels operating in the presence of
jammer noise, the optimization involves a worst case jamming scenario where an enemy pulse
jammer chooses its jamming fraction based on complete knowledge of the spread spectrum
system except for the exact spreading code. The effects of jammer state availability on
network performance is considered in particular.

Performance results show that for a given population size, traffic intensity, and bit




Xviil

energy-to-noise ratio, there is an optimal retransmission probability, code rate and process-
ing gain that maximizes the network utilization. Numerical results also indicate that, at
high traffic loads and/or at high jammer noise levels, it is more efficient in terms of network
utilization to use CDMA in conjunction with random access than to use random access
alone. Important descriptive parameters such as the cutoff traffic intensity, noise limits,
and asymptotic noise limits arising from this analysis help illustrate when it is best to use
one of the various error control techniques considered in this study {(ARQ, Hybrid ARQ,
CDMA).




CHAPTER 1

Introduction

1.1 Problem Description

Packet radio networks are communication systems which apply packet switching techniques
to multiple-access radio channels. The need for packet radio networks is driven by the
requirement for a general purpose data communications capability among a community of
geographically dispersed and mobile users who sporadically desire the use of a high data
rate channel, and by the physical/economic constraints which make it difficult/costly to
provide the desired level of service by some alternate means of communications (e.g., wire,
optical fiber).

Since the introduction of packet radio networks in the early 1970’s, a considerable
amount of work has been done in developing multiple-access protocols and error control
protocols to meet the increasing demands of an ever growing number of network applica-
tions. The challenge has been to design multiple-access protocols which provide for fair
and efficient use of the network channel, and error control protocols which provide for high
throughput efficiency and reliability. This thesis examines the efficiency of random ac-
cess protocols used in conjunction with code division multiple-access (CDMA) for channel
access, and the efficiency of hybrid automatic-repeat-request (ARQ) for error control, in
packet radio networks.

A multiple-access communication network consists of a number of terminals which
communicate over the same communication channel for reasons of efficiency or the nature

of the application. Satellite and terrestrial packet radio networks are examples of such




networks. Channel access protocols provide coordination among users in order to minimize
contention on the channel. The amount of coordination may range from complete coordi-
nation as in fixed access schemes such as time division multiple-access (TDMA), frequency
division multiple-access (FDMA), or code division multiple-access (CDMA), to little or no
coordination as in random access schemes such as the ALOHA protocol. For this study,
network users are characterized as having a high peak-to-average data rate requirement
(i.e., bursty). Each user sporadically desires the use of a high data rate channel. In this
case, random access is the most efficient protocol. However, with random access, through-
put efficiency decreases significantly at the higher traffic loads due to the increased number
of colliding packets. CDMA, on the other hand, allows for the possibility of colliding pack-
ets to be successfully recovered when the network is operating at these high traffic loads
or when the network is being stressed with either unintentional or intentional (jamming)
interference. It appears, therefore, that a combination of random access and CDMA may
provide reasonable throughput performance at the higher traffic intensities and/or at high
interference noise levels,

The key performance measures of random access networks are their throughput-delay
characteristics. Hybrid ARQ schemes are often used to improve these characteristics and
to Increase network reliability. They achieve this improvement by using a combination
of forward error detection combined with repeat transmissions (ARQ) and forward error
correction (FEC). This thesis determines what combination of ARQ and FEC results in the
best network performance.

Most of the research conducted in the area of spread spectrum multiple access to date
has focused on the physical level issues [24,25,49,56,72,73,79,80,97] , with few works consid-
ering issues at the link [15,70,75] and network levels [16,85,90). Tractable analytic results
exist for only a few special cases (eg., regular topologies) where symplifying assumptions
(eg., operation in a benign environment) are made to further ease the analysis. The primary
reason for the lack of more general results at the link and network levels is the difficulty
in analyzing arbitrary network topologies under general network operating conditions. The
analysis of arbitrary topologies would require the knowledge of the joint probability distri-

bution for the number of active receivers and transmitters. The combinatorial complexity




of the arbitrary topology alone makes a general analytical optimization computationally
infeasible. Including such factors as actual radio propagation effects, node motion, and dy-
namic jamming strategies further complicates the analysis. As a result, a general theory of
network operation has yet to be developed which incorporates arbitrary network topologies
and a full range of network operating conditions. The goal of the present work is to advance,
however modestly, the general understanding of CDMA network modeling, analysis, and

design.

1.2 Problem Solution

The objective of the proposed research is to examine and optimize the performance of a
slotted random access code division multiple-access (CDMA) packet radio network (PRN).
The PRN is comprised of an arbitrary number of full-duplex radio units arranged in a
paired-off topology. Slotted ALOHA random access is used in conjunction with CDMA for
channel access, and a Type I Hybrid ARQ is used for error control.

Performance is evaluated in terms of link-level throughput and average packet delay
for channels exposed to multiple-access interference, background noise, and jammer noise.
Expressions for the throughput and corresponding average packet delay are derived in terms
of the channel’s cutoff rate and capacity. Performance bounds are achieved by using error
detecting/correcting codes with rates operating arbitrarily close to the channel’s cutoff rate
or capacity. Thus, for hard decision decoding, throughput-delay characteristics achieved
by using the capacity limit represent a theoretical performance limit, while characteristics
achieved by using the cutoff rate limit represent the practical performance limit. The math-
ematical model accounts for the effects of multiple-access interference, background noise,
and jammer noise. The stochastic nature of the multiple-access interference is modeled by
means of a Markov chain with the state being the number of backlogged users. Enemy
jamming is modeled by a worst case pulse jammer. Both the steady-state and dynamic
performance of the network is analyzed.

Performance is optimized over network design parameters such as the retransmission
probability, code rate, and processing gain. For channels operating in the presence of

jamming noise, optimization involves a worst case jamming scenario where an enemy pulse




jammer chooses its jamming fraction based on complete knowledge of the spread spectrum
system except for the exact spreading code. How optimal design parameter values depend on
network parameters such as the population size, traffic intensity, bit energy-to-background
noise ratio, and bit-energy-to-jammer noise ratio is examined.

Throughput-delay performance also depends upon the availability of network side in-
formation at the receiver (and transmitter). For this work, two degrees of side information

are examined:

1. Complete Side Information Transmitters and receivers have knowledge of the popula-
tion size, traffic intensity, bit energy-to-background noise ratio, bit energy-to-jammer
noise ratio, and jammer state. For this analysis, jammer state is simply knowledge of

whether the jammer is on or off during a particular code symbol duration.

2. Partial Side Information Same as (1) above, except that the jammer state is unknown

to the transmitters and receivers.

1.3 Outline of the Dissertation

Chapter 2 This chapter provides an overview of channel access and error control
protocols. The basic concepts of conventional and code division multiple-access, and ARQ,
hybrid ARQ, and adaptive hybrid ARQ error control are described. Related research in
these areas is also discussed.

Chapter § This chapter examines the steady-state and dynamic performance of Type I
Hybrid ARQ protocols in a slotted direct-sequence CDMA network operating in the presence
of multiple-access interference and background noise. A Markov model is used to account
for the stochastic nature of the multiple-access interference. Throughput-delay expressions
are derived in terms of the channel cutoff rate and capacity. These performance bounds
assume the use of error detecting/correcting codes operating arbitrarily close to the channel
cutoff rate or capacity. The stability of the network is evaluated for the finite population
case. It is shown that, for a given population size, traffic intensity, and bit energy-to-
noise ratio, there is an optimal retransmission probability, code rate and processing gain

that maximizes network performance. Numerical results also indicate that, at high traffic




intensities, it is more efficient in terms of network utilization to use CDMA in conjunction
with random access than to use random access alone. Important descriptive parameters
such as the cutoff traffic intensity, noise limit, and asymptotic noise limit arising from this
analysis help illustrate when it is best to use one of the various error control techniques
considered in this study (ARQ, Hybrid ARQ, CDMA).

Chapter 4 This chapter examines the throughput-delay performance the CDMA net-
work operating in a hostile jamming environment. The approach taken in this chapter
parallels that of the last chapter. The network model accounts for the presence of multiple-
access interference, background noise, and jammer noise. Enemy jamming is modeled by
means of a worst case pulse jammer. As in Chapter 3, throughput-delay performance
bounds are derived in terms of the channel cutoff rate and capacity. It is shown that, for
a given population size, traffic intensity, and bit energy-to-noise ratio, there is an optimal
probability of retransmission, code rate, and processing gain that maximizes network per-
formance in the presence of worst case pulse jamming. It is also shown that, at high traffic
intensities and/or jammer noise levels, it is more efficient in terms of network utilization to
use CDMA in conjunction with random access than to use random access alone. The effect
of pulse jamming, with and without jammer state information, is also examined.

Chapter 5 This chapter discusses ideal network operation and issues related to prac-
tical network operation.

Chapter 6 This chapter summarizes the results of this work and draws conclusions
which are of general use.

Chapter 7 This chapter gives recommendations for further study.




CHAPTER 2

Background

2.1 Channel Access Protocols

The fundamental characteristic of a multiple-access network is that many transmitters com-
pete for access to a single communication channel. When two or more stations transmit
packets simultaneously, their packets overlap and may be destroyed. To prevent these
collisions, channel access protocols are used to provide the necessary coordination among
the many potentially conflicting transmitters. How well protocols manage contention on
the channel is usually measured in terms of the network’s throughput-delay performance.
Protocol performance depends primarily on how well the protocol is matched to networks
characteristics such as the traffic arrival process, topology, population size, channel propa-

gation delay-to-transmission delay ratio, etc.

2.1.1 Conventional Multiple-Access

In general, protocols can be categorized by the amount of coordination they provide among
network transmitters. Three major categories are possible: fixed access, demand access,

and random access.

o fized access: Fixed or scheduled access protocols such as Frequency Division Multiple
Access (FDMA) and Time Division Multiple Access (TDMA) provide complete coor-
dination among network transmitters. Channel contention is completely avoided by
assigning each transmitter a particular sub-band of the network’s overall bandwidth

as in FDMA, or a particular time slot within each of the network’s time frames as

]




in TDMA. Note that a frequency sub-band or a time slot is available to each trans-
mitter whether they use it or not. Thus, if packet arrival rates are steady and the
cTered traffic load is moderate-to-heavy, then network efficiency is high. However,
if transmitters are bursty (i.e., they have high peak-to-average packet arrival rates)
then most slots remain idle while the few busy transmitters have packets waiting to

be transmitted. As a result, network efficiency is low [38].

demand access: Demand access (reservation-based) protocols attempt to maximize
network performance over the entire range of traffic loading by dynamically allocating
channel capacity as a function of the current traffic load condition in an optimum
manner. Contention is eliminated by allowing each transmitter to make a reservation
to transmit its packet in some future time slot. As slot reservations are made, the
corresponding information packets form a network wide common queue from which
they are transmitted without fear of collisions. Reservation packets are typically much
smaller than information packets and are either interleaved with information slots on
the network channel or transmitted on a separate reservation side channel [77]. Note
that reservations are made on a contention basis. Ideally, demand access protocols
operate like ALOHA (with low delay) at low traffic loads and like TDMA (with
high throughput) at high traffic loads. In {77], Roberts showed that performance
characteristics near this ideal could be achieved, but at the expense of significant
network overhead and highly centralized control. Other more decentalized schemes

are possible {37].

random access: At the other extreme of network coordination, random access protocols
provide little or no coordination at all. The simplest of the random access protocols,
the ALOHA protocol, allows each terminal to transmit its packet as soon as it has
one to send. All transmitters are allowed to contend freely for access to the network
channel. Should a collision occur, each terminal involved in the collision retransmits
its packet after some random delay. Random access protocols provide short packet
delay when the network is comprised of bursty transmitters and the average offered

traffic load is low. As the offered traffic load increases, however, throughput decreases
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due to increased collisions and delay becomes large. Additional protocol coordination

is necessary at these higher traffic loads.

This study considers the use of the slotted ALOHA random access protocol which is

described in more detail below.

Related Work on Random Access ALOHA Protacol: The first example of a communication
network which used the idea of random access in sharing a multiple-access radio channel for
data transmission was the experimental ALOHA system at the University of Hawaii in the
early 1970’s. The system got its name from the ALOHA protocol which was first introduced
by Abramson (2]. As mentioned earlier, the ALOHA protocol allows a sender to transmit its
packet as soon as it has one to send. There is zero access delay. If after a given delay (positive
time out period) an acknowledgement is not received, or if a negative acknowledgement is
received, then a retransmission is sent after some random delay. A random delay is used
to prevent previously collided packets from recolliding. The ALOHA protocol is well suited
to the peculiar (bursty) statistics of digital data. Abramson (2] determined the capacity or
maximum throughput of the network to be 1/2e = 0.184. Roberts [76] later improved upon
the throughput performance of the ALOHA protocol by introducing its slotted version. In a
slotted system, the time axis is divided into equally sized slots. Slotted ALOHA is identical
to nonslotted or pure ALOHA except that packet transmissions start at the beginning of a
time slot. For our purposes, packet length equals slot duration. Throughput performance
improves to 1/e = 0.368 because collisions can now occur only within the period of a time
slot, whereas with pure ALOHA, packets are vulnerable over a two slot time interval.
While initial experimental successes with the ALOHA protocol were encouraging, its
unstable nature limited its maximum available throughput to 0.184 and 0.368, respectively,
for its pure and slotted versions. Early work was, therefore, aimed at further characterizing
network behavior and solving the instability problem. Kleinrock and Lam [39] characterized
the network’s dynamic behavior by the use of fluid approximation techniques and demon-
strated three possible system behaviors: stable, bistable, and saturation. Stable systems
have one stable operating point with relatively high throughput and low delay. Bistable

systems exhibit two possible networks operating points; one having high throughput and




low delay, the other having low throughput and high delay. Similar bistable behavior was
reported by Carleial and Hellman [9] who based their results on expected drift analysis. Sat-
urated system have low throughput and unbounded delay. Kleinrock and Lam investigated
the fundamental tradeoffs between network stability, throughput, and average packet delay
in terms of system parameters such as population size, traffic intensity, and retransmission
probability. From their initial results [39], they developed control procedures. which stabi-
lized the network by dynamically controlling the retransmission probability {45]. They used
a single-level control limit policy based on Howard’s policy iteration method. Here, one of
two possible probabilities of retransmission (pi, p2) are selected depending on whether the
current estimate of the number of backlogged transmitters #i is above or below a certain
control limit n, (i.e., choose p; if i < n,, choose pp if i > n, ). Estimates on the number
of backlogged transmitters were made based on the number of previous idle slots. Near
optimum throughput-delay performance was reported. Since Kleinrock and Lam’s work,
mnlti-level control policies and more decentralized control schemes have been proposed and
analyzed [21,28,34,65].

Collision resolution algorithms (splitting algorithms) are an alternate technique which
can be used to maintain network stability. Basically, these algorithms resolve network
contention by systematically splitting those terminals involved in a collision into smaller
and smaller groups until retransmission success is guaranteed. Examples include the first-
come first-serve algorithm introduced by Gallager {23] and the tree algorithm introduced
by Capetanakis [8]. These algorithms achieve maximum throughputs of 0.487 and 0.430,
respectively, for slotted ALOHA.

Concurrent with the above efforts to improve ALOHA protocol performance, work
was also being done to analyze and exploit the effects of capture. So far, the analysis
of the AT.OHA protocol assumes that when any part of two or more packets overlap all
packets that are involved in the collision are destroyed and must be retransmitted. With
capture, however, there is some probability that one of the packets may arrive at the
receiver with sufficient power to capture it and thus be received correctly. Because not
all colliding packets are destroyed, capture improves network performance. The effects of

capture were first investigated by Roberts [76] for the case of perfect capture (i.e., capture
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occurs with probability one). Later studies investigated the effects of both natural and
man-made capture. Capture occurs naturally due to channel fading, and due to the varying
distances of mobile radio units [3,43,69]. Capture can be induced by varying signal power
levels in a prioritized or random manner [47,63]. In [63], for example, Metzner showed that
by simply dividing transmitters into two groups; one transmitting at high power, the other
at low power, the maximum throughput of slotted ALOHA could be increased from 0.368
to as high as 0.530. Lee shows in [47] that for multiple power level systems, throughputs
approaching 0.660 can be obtained as the number of levels approaches infinity.

With the ALOHA protocol, the transmitter must know which packets need to be re-
transmitted. Typically, acknowledgements are used for this purpose. Positive or negative
acknowledgements are sent by the receiver back to the transmitter to indicate whether the
packet was received correctly or not. The performance results reported so far assume that
acknowledgements are made over a seperate return channel at no cost in channel capac-
ity and with complete reliability. In reality, however, acknowledgements are not free and
their presence significantly degrades the throughput-delay performance of the network. The
effects of acknowledgement traffic on network performance were first analyzed by Tobagi
and Kleinrock {89] for a fully connected, slotted network. They showed how performance
suffered due to acknowledgement traffic and proposed two different channel configurations
in order to cope with the problem. A common channel configuration was proposed in which
acknowledgements share the same channel as the data, and a split channel configuration
was proposed in which the acknowledgements and data are transmitted on separate chan-
nels. Channel capacities for both configurations were evaluated. Elsanadidi and Chu [20]
performed a similar analysis for a network having a star topology. Results from both [89]

and [20] indicate that the split configuration tends to be the more efficient of the two.

2.1.2 Code Division Multiple-Access

Code division multiple-access (CDMA) permits contention free access to the network with
no access delay. The particular CDMA technique considered in this study is spread spectrum
multiple-access (SSMA). SSMA is characterized by the use of a high rate pseudorandom
code (many code symbols per data bit) which has the effect of spreading the bandwidth
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of the data signal beyond what is needed for narrow-band transmission. Spread spectrum
operation may be achieved by using any one of three basic modulation techniques: direct-
sequence, frequency hopping, or time hopping {56]. Hybrid modulation schemes which use
various combinations of these basic schemes are also possible. For this analysis, direct-
sequence modulation is employed whereby the carrier is phase modulated by the data se-
quence and the pseudorandom spreading sequence. Contention free access is achieved by
selecting orthogonal code sequences so that the mutual interference between simultaneous
transmissions is minimized. There is no channel access delay if the code family size is large
enough so that each transmitter has its own spreading code.

The benefits of using spread spectrum signaling are primarily due to its multiple-
access, delay-capture, anti-multipath, and narrow-band inteference rejection properties [74].
The first two properties relate directly to its effectiveness as a multiple-access technique.
Multiple-access refers to the ability of a receiver to reject transmissions which are addressed
to other receivers. Discrimination between multiple arriving packets is based on the spread-
ing code as opposed to packet power levels or arrival times. Spreading code sequences are
selected that are mutually orthogonal so that they may overlap with little or no interference.
Delay-capture refers to the ability of a receiver to successfully recover one of many time-
overlapping packets addressed to it. Discrimination between multiple arriving packets is
based on a combination of packet arrival times and power levels, and not entirely on packet
power levels as in narrow-band systems. It is the multiple-access and delay-capture prop-
erties that allow for colliding packets to be successfully recovered. Anti-multipath refers
to the ability to communicate reliably over a network link which has multiple transmission
paths and is, therefore, susceptible to the effects of fading and intersymbol interference.
Narrow-band interference rejection refers to the ability to successfully receive a packet in
the presence of narrow-band interference (e.g., jamming). It is the narrow-band interference
rejection property that allows CDMA to provide useful throughput levels while operating in
the presence of hostile enemy jamming, where narrow-band slotted ALOHA usually cannot.

For successful spread spectrum operation, code coordination between receiver and
transmitter is necessary. Code coordination can be achieved by any one of three possible

spreading code protocols: common codes, transmitter-directed codes, and receiver-directed
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codes [85].

o common code : The common code protocol is the simplest protocol to implement
because the same spreading code is used by all terminals. Addressing information is
typically placed at the beginning of the packet. Because only one code is used, this
protocol must rely on the delay-capture properties of spread spectrum to discriminate
between two or more incoming packets. Since only one code channel is used, this
protocol is most like the ALOHA protocol. In fact, if all terminals are perfectly
synchronized and propagation delay is zero, then colliding packets destroy one another

and this protocol is exactly the ALOHA protocol.

o transmatter-directed code : With the transmitter-directed protocol, each transmitter
is assigned a unique transmitting code. While this eliminates the possibility of con-
tention, a key disadvantage of this protocol is that receivers must anticipate which
transmitter to monitor. This protocol is best suited to broadcast applications where
only a few terminals are transmitting large amounts of data to a large number of

‘receiving’ terminals.

o receiver-directed code : When the receiver-directed protocol is used, each receiver is
assigned a unique spreading code. With this protocol, the burden is on the transmitter
to encode transmissions with the address code of the intended receiver. A drawback of
this scheme is that the possibility of contention does exists since multiple transmissions
may be addressed to the same receiver. Packets are destroyed if there is insufficient
phase offset among arriving packets. This protocol is well suited to applications where

receivers may not necessarily know packet origination.

In this study, we consider a packet radio network which employs receiver-directed direct-

sequence SSMA.

Related Work on Code Division Multiple-Access: Early work in the area of CDMA fo-
cused primarily on physical level issues such as spread spectrum format selection, spreading

code design, and corresponding bit error rate performance. Most notable are works by
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Pursley and Sarwate who investigated the effects of spreading cross-correlation and partial-
correlation functions on system performance [73,79]. These works resulted in the design and
optimization of code sets with good correlation properties which are necessary in multiple-
access systems. System performance was evaluated in terms of performance bounds based
on the number of supportable simulatneous transmissions at a given bit error rate (BER)
and signal-to-noise ratio (SNR) [13,31,72,93,97|. In [93], for example, Weber et. al. showed
that system performance degrades gradually with an increased number of simultaneous
transmissions, and that there is a pronounced threshold region above which performance
degrades quickly. Hui [31] investigated the throughput performance in terms of the chan-
nel cutoff rate and capacity for a binary symmeteric channel. He determined that coding
schemes with low processing gain (short spreading sequences) and low rate codes are opti-
mum in terms of system throughput.

In most of the aboves analyses, BER performance evaluation assumed a worst case
scenario where all transmitters in the network are active all of the time. In reality, however,
the multiple-access interference is not constant but is a random variable. Thus, an anal-
ysis which considers this stochastic nature of the multiple-access interference can provide
more realistic performance analysis. In [75], Raychaudhuri’s analysis of slotted CDMA sys-
tems incorporates the stochastic nature of the multiple-access interference by using various
models for the traffic arrival process. A transmitter-directed protocol was used and both
infinite (Poisson arrivals) and finite (Binomial arrivals) population models were considered.
For the finite population model, the performance was also evaluated in terms of a general
arrival model where the probability of original packet transmission p, was not equal to the
probability of packet retransmission p,. The stability of the finite population system was
also investigated. In [70], Polydoros and Silvester provided a generic model for the study
of local throughput in slotted spread spectrum networks, that accounts for the stochastic
nature of the multiple-access interference, various capture and retention models, topologies,
spread spectrum protocols, and channel conditions. Stability was also discussed.

While numerous results have been obtained for slotted CDMA systems, few results
exist for the unslotted (asynchronous) case because of the difficulty in modeling the multiple-

access intereference. For the slotted case, the multiple-access interference varies from slot to

]
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slot, but remains constant during the slot interval. Thus, the code symbol error probability
due to multiple-access interference also remains constant. For the unslotted case, however,
the number of interfering transmissions changes as the packet (codeword) is being received
resulting in a time-varying symbol error probability within a codeword. This time varying
symbol error probability makes the exact evaluation of the codeword error probability very
difficult to compute. Most analyses have either solved for upper and lower bounds on the
codeword error probability [71,88], or have computed the codeword error probability exactly
by determining the joint distribution of interfering transmissions for particular codes and
network operating conditions [1,68]. Note that the performance of unslotted systems is
upper bounded by the performance of slotted systems and that only slotted systems are
considered in this study.

Capture can occur in our CDMA system 1) when a packet arrives at the receiver
with sufficiently greater power than the other contending packets (power-capture) or 2)
when a packet arrives earlier than the other packets (delay-capture). The delay-capture
effect is manifested during the synchronization phase when many packets are competing for
the attention of a particular receiver. This effect is a direct result of the spreading codes
used. It is assumed that spreading codes do not repeat themselves within a packet duration
so that packets contending for the same receiver and arriving with a certain time offset
have pseudoorthogonal code sequences. This allows the first arriving packet to capture the
receiver and the remaining packets to be rejected as noise. Note that as the first packet
is being received, other later arriving packets may have power levels greater than the first
but may still be rejected depending upon the interference rejection margin of the system.
As such, delay-capture plays a more significant role than power-capture in CDMA system
performance.

The effects of delay-capture on network performance have not been extensively in-
vestigated because of the difficulty in accurately modeling the delay-capture phenomena
[15,70]. In [15], Davis and Gronemeyer investigated the delay-capture effect in a slotted
CDMA system where a randomized time of arrival procedure was used to prevent discrim-
ination as a function of range. A receiver-directed spreading protocol was used with a star

type topology. The stochastic nature of the multiple-access intereference was modeled by a
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Markov chain with the state being the number of backlogged transmitters, and capture was
shown to have a semi-exponential probability distribution function with capture parameter
¢. It was shown how capture effects tend to improve the throughput-delay performance
and stability of the system. More recently, Polydoros and Silvester [70] provided a more
detailed model of the reception process which accounts for capture as well as the retention
of a packet. Packet retention refers to the probability of correctly decoding a packet once
it is captured. The probability of correct packet decoding depends upon the level of back-
ground noise, multiple-access noise due to the rejected packets, and possibly jammer noise.
[70] investigated the effects of network traffic load, capture parameter ¢, and receiver popu-
lation size on local throughput for various exponential capture models. Retention analysis
investigated the effects of code rate, processing gain, and the probabilities of original packet
transmission and packet retransmission on throughput performance. Various traffic arrival
models for finite and infinite population were used. Optimal code rate and transmission
strategies were determined. Note that most of the analysis presented earlier in this section
assumed that either capture occurs with probability one (perfect capture) or that capture
does not occur at all. Retention was assumed to occur with probability one.

As with narrow-band multiple-access systems, the presence of acknowledgement traffic
can also adversely effect the performance of CDMA systems. Sastry [81] investigated these
effects on the performance of a slotted ALOHA-CDMA network. A paired-off topology was
used with a receiver-directed spread spectrum protocol. Acknowledgements were made on
the same channel (common channel) as the data in the next immmediate time slot. To
account for the effects of acknowledgement traffic, their presence was included in deter-
mining the composite arrival distribution function. It was shown that the introduction of
acknowledgement traffic did not cause performance to degrade as much as in the narrow-
band case. This improved performance is due to the multiple-access capability of CDMA.
Later studies showed similar results and analyzed various schemes to further reduce the
effect of acknowledgement traffic to include to use of split slot and mini-slot techniques [48],

and the use of dedicated code channels [16].
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2.2 Error Control Protocols

There are two fundamental techniques for error control in digital communication sys-
tems: forward error correction (FEC) and forward error detection combined with automatic
repeat-request (ARQ). In either case, a codeword is formed by appending a certain number
of parity bits to a packet to form the coded packet or codeword. For this discussion a packet
will be composed of a single codeword. FEC involves the use of an error correcting code in
order to correct errors caused by poor channel conditions. Erroneous data is delivered to
the receiver whenever errors are either undetectable or uncorrectable by the code being used
[12,52,57]. ARQ, on the other hand, relys on the use of a good error detecting code. When
a codeword is detected in error, the receiver requests a retransmission of the codeword in
question. Retransmissions continue until the codeword is received successfully. Erroneous
data is delivered to the receiver only when an undetectable error has occured.

The performance of these techniques is usually measured in terms of throughput effi-
ciency and network reliability. Throughput efficiency is defined as the ratio of the average
number of information bits successfully accepted by the receiver per unit time per unit
bandwidth to the total number of bits that could be transmitted per unit time per unit
bandwidth. Reliability is usually measured in terms of probability of decoding error. Since
no retransmissions are required for FEC, throughput efficiency is relatively constant re-
gardless of the channel conditions. However, the reliability of the packet sent decreases
significantly as the channel condition degrades beyond the error correcting capabilities of
the code being used. ARQ), on the other hand, provides high reliability for all channel con-
ditions. However, throughput efficiency decreases dramatically with the channel quality as
the number of retransmissions increase. By using the proper combination FEC and ARQ,
hybrid ARQ schemes offer the potential of achieveing both high throughput efficiency and
high reliability. To meet the wide range of possible channel conditions, various forms of

hybrid ARQ have been developed, including Type I, Type II, and adaptive hybrid ARQ.

2.2.1 Automatic Repeat Request

There are three basic ARQ modes: stop-and-wait (SAW), go-back-N (GBN), and selective

repeat (SR). These modes are based on how retransmissions are made.
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e stop-and-wait (SAW): With the SAW mode, a sender waits for either a positive or
negative acknowledgement of the packet just sent before sending another. A positive
acknowledgement from the receiver indicates that the packet was received without
error and that the next packet may be sent. A negative acknowledgement from the
receiver indicates that the transmitted packet has been received in error. In this case,
the transmitter resends the packet. Although this is the simplest of the three modes, it

is also the most inefficient due to the idle time wasted waiting for acknowledgements.

e go-back-N (GBN): The GBN mode of operation allows packets to be transmitted
continuously. Idle time is reduced because the transmitter does not wait for an ac-
knowledgement before sending another packet. However, transmitted packets must
be stored at the transmitter until they are acknowledged. Acknowledgements are re-
ceived after a round-trip delay. During this period, N — 1 succeeding packets have
been transmitted. Should a negative acknowledgement be received for packet 1, then
the transmitter must go back N packets to packet ¢ and retransmit it and the N — 1
succeeding packets. At the receiver, when packet 1 was found in error, it and all
N — 1 succeeding packets are discarded, regardless if any of the N — 1 packets were
received correctly. Retransmissions ~ontinue until packet s is received without error.
The primary disadvantage of the GBN mode of operation is that N — 1 packets are

discarded with each retransmission.

o selective repeat (SR): The SR mode of operation also allows the transmitter to send
packets continuously, but only resends those packets that are negatively acknowl-
edged. Because packets are normally delivered to the receiver in consecutive order,
buffering must be provided at the receiver to store error free packets received while
the negatively acknowledged packet is being retransmitted. Buffer capacity must be
sufficient to prevent buffer overflow. SR is the most efficient of the three modes, but

is also the most complex.

Related Work on ARQ: Most of the work in ARQ has involved analyzing performance in
terms of bounds on the probability of undetected decoding error [36,40,51,59], and investi-
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gating the relative efficiency of the three basic ARQ modes [5,6]. Shortcomings have been
overcome by using various combinations of the basic modes [64,66,94]. In [66], for example,
Miller and Lin employed a combination of SRT and GBN ARQ to help solve the buffer
overflow problem experienced in the SRT ARQ. Here, the retransmission of codeword 1 is
handled as in the SRT ARQ. Retransmission requests for subsequent codewords are han-
dled as per the GBN ARQ until codeword 1 is correctly acknowledged. Once codeword ¢ is
positively acknowledged, the system reverts to the SRT mode. The use of the GBN ARQ

mode for these subsequent retransmission request guarantees no buffer overflow.

2.2.2 Hybrid ARQ

When faced with both high channel error rates and stringent reliability requirements, hybrid
ARQ may have to be used. Hybrid ARQ protocols combine the forward error detecting
capability of plain ARQ with the use of a forward error correcting code to achieve improved
network performance. There are basically two forms of hybrid ARQ: type I and type II. With
either type, the ARQ portion of the protocol may be any one of the basic modes disscussed
earlier. In a Type I Hybrid ARQ, FEC reduces the number of retransmissions by correcting
those error patterns that occur most frequently, while FED detects those remaining error
patterns that occur infrequently. The degree of throughput efficiency and reliability depend
on how well the combination of FED/FEC is matched to the channel requirements. Type
I Hybrid ARQ works well as long as the channel conditions remain fairly constant. Should
the channel error rate decrease significantly, the Type I Hybrid ARQ becomes less efficient
because the extra FEC parity bits are wasted. Alternately, if the channel error rate increases
beyond the error correcting capabilities of the code employed, then retransmissions increase
and throughput efficiency decreases. For time-varying channel conditions, it is better to use
the Type II Hybrid ARQ protocol which uses only FED when the channel conditions are
good (plain ARQ) and uses both FED and FEC when the channel conditions are poor {52].

Related Work on Hybrid ARQ: Work in the area of Type I Hybrid ARQ has primarily
involved analyzing the performance of various block and convolutional coding schemes. Most

of the early work evaluated the performance of block coding schemes [7,22,67,78,82] where
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the Bose-Chaudhuri-Hocquenghem (BCH) class of codes were typically used. More recently,
convolutional codes have received increased interest because of their good error detecting
and error correcting capabilities. Both Viterbi and sequential decoding of convolutional
codes have been investigated [17,18,50,83,96].

The Viterbi algorithm provides maximum likelihood decoding for convolutional codes.
The error probability becomes smaller as the constraint length of the code becomes longer,
but the complexity of the decoding operation grows exponentially. Work in this area has
focused on trellis path truncation techniques. In [96], Yamamoto and Itoh proposed a
decoding scheme whereby retransmissions are requested based on the reliability of surviving
paths in the trellis diagram. Paths were deemed unreliable if, at any node, their partial path
metric is too close to any that of any other surviving path. Should all paths be deemed
unreliable before decoding is complete, then a retransmission is requested. A two-fold
improvement in throughput efficiency over plain FEC with Viterbi decoding was achieved.
Wicker [95] used a similar approach whereby path reliability was based on partial path
metrics exceeding an absolute threshold. Significant improvement in reliability was achieved
at little expense in increased network complexity.

With sequential decoding, decoding proceeds in a sequential manner until the codeword
is decoded or an erasure is declared when decoding time becomes too long {18,33]. In the
latter case, decoding is halted and a retransmission is requested. Two techniques have been
developed to improve throughput efficiency with respect io decoding time; the time-out
algorithm (TOA) where retransmissions are requested after an optimum decoding time-out
limit is reached, and the slope control algorithm (SCA) where retransmission requests are
based on whether the decoding path metric has fallen below some optimum threshold. The
SCA is more efficient because it does not wait the entire time-out period, but predicts before
the TOA limit has elapsed whether the packet is too noisy to be decoded.

When channel condition are time-varying, it is more effective to use the Type II Hybrid
ARQ protocol which uses only plain ARQ when channel conditions are good, and uses hybrid
ARQ when channel conditions are poor. Metzner [62] was the first to propose a Type II
Hybrid ARQ which used parity retransmissions. His basic scheme has since been improved

upon by many authors [53,54,55,91,92] with Lin and Yu’s version becoming the most widely
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accepted and analyzed [53]. Their version involves the use of two linear block codes. One isa
high rate error detecting code Cj, and the other is a rate one-half invertible code C; designed
for simultaneous error detection and error correction. Invertibility allows information bits
to be decoded by simply knowing their parity bits. When decoding fails, retransmissions
alternate between Cp and C; until the packet is decoded correctly. In [53,91], the Lin and
Yu version of Type II Hybrid ARQ was analyzed with a SR ARQ and a finite buffer size.
Analysis showed that, even with a finite buffer size, throughput performance exceeds that
of the ideal SR ARQ case when a code correction capability of ¢t = 5 or more was used.
Reliability was comparable to that of pure ARQ. Additionally, the complexity of the above
scheme is only slightly greater than for the corresponding Type I Hybrid ARQ scheme.
Waag and Lin [55,92] investigated the use of convolutional codes in Type II Hybrid
ARQ protocols. The error detection code is still a high rate block code, but the error
correction code is now a rate one-half convolutional code. In [92] it is shown that, when
the channel bit error rate is high, this scheme offers significantly better throughput per-
formance than pure SR ARQ with infinite buffer size. Throughput efficiency drops to 0.5,
however, when the channel noise is great enough to cause retransmissions. In [55], higher
rate convolutional codes were shown to be an effective remedy for poor channel conditions,

but at the expense of increased receiver complexity.

2.2.3 Adaptive Hybrid ARQ

Should channel conditions degrade beyond the capabilities of the Type I or Type II Hybrid
ARQ), additional coding must be introduced in order to ensure successful communications.
Adaptive Hybrid ARQ can be used for these highly nonstationary channels. Adaptability
refers to the use of packet (codeword) combining techniques which achieve progressively
lower rate codes by combining unreliable packets. Recall that Type II Hybrid ARQ com-
bines only the two most current packets and discards all previous packets. Performance was
therefore limited to the error correction capability of the two packet combination. Because
adaptive hybrid ARQ uses a combination of all previous packets, it is possible to more effi-
ciently match the code rate to the existing channel conditions so that throughput efficiency

can be optimized for all channel conditions.
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Related Work on Adaptive Hybrid ARQ: A full range of packet combining techniques have
been proposed and analyzed. Sindhu [84] proposed a very simple scheme which uses the
same codeword for all retransmissions (memory ARQ). Enough FEC is used so that repeated
codewords contain sufficient collective information to allow correct decoding. Although the
decoding algorithm is complex, significant improvement over plain ARQ is achieved, espe-
cially at high channel error rates. Modified memory ARQ schemes improve upon this basic
scheme by sending codewords which contain additional incremental redundancy [54,58,62).
Other variations to the modified memory ARQ scheme are discussed below.

In [4], Benelli extended the basic idea of memory ARQ and proposed a symbol-by-
symbol diversity combining scheme. Here, a reliability weight is assigned to each codeword
symbol. With each retransmission, this weight is used to update a decision accumulator for
each symbol in the codeword (packet). Retransmissions continue until decoding is complete.
This technique is further analyzed in [46] for the case of a fixed number of retransmissions.
Optimal thresholds and weighting factors are found which minimize the bit error rate.

Krishna and Morgera [42] proposed a generalized hybrid ARQ scheme where a variable
number of parity blocks (packets) are transmitted until there are no detected errors. The
code being used (Krishna Morgera, KM code [41] ) is designed such that the greater the
number of combined parity blocks, the greater the error correcting capability of the resulting
code. A key feature of the KM code is that the same decoder is used to receive each
successive retransmitted parity block.

Finally, Chase [10] proposed to combine packets on a packet-by-packet basis. Packets
are combined based on a weighted hard or soft decision maximume-likelihood packet com-
bining metric. The weighting of each packet is made based on an estimate of the packet’s
reliability which depends on the quality of the channel when the packet was sent. Channel
quality is estimated by counting the number of errors in a known header sequence or mea-
suring the instantaneous signal-to-noise ratio. Noisy packets are combined to obtain a code
rate of r/k + 1, where r is the original code rate and k is the number of retransmissions.

Most of the hybrid ARQ schemes mentioned above were analyzed for benign environ-
ments. The same is true for work in the area of code division multiple-access. Most work

has isolated on the effects of either background noise or multiple-access interference, with
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few works considering them both and even fewer considering the effects of jamming. None
have considered the combined effects of all three. In this study, an analytical framework is

developed to study the combined effects of all three on system performance.
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CHAPTER 3

Performance Evaluation in the Presence of
Background Noise with Complete Side

Information

This chapter examines the steady-state and dynamic performance of Type I Hybrid ARQ
protocols in a slotted direct-sequence CDMA network operating in the presence of back-
ground noise and multiple-access interference. In the first section, the network and channel
model is described in terms of its physical and link level characteristics. In Section 3.2,
throughput-delay expressions are derived in terms of the channel cutoff rate and capacity.
These performance bounds assume the use of error detecting/correcting codes operating ar-
bitrarily close to the channel cutoff rate or capacity. The stochastic nature of the multiple-
access interference is modeled by means of a Markov model for the number of backlogged
transmitters. The stability of the network is evaluated for the finite population case. In Sec-
tion 3.3, numerical results show how network design parameters such as the retransmission
probability, code rate, and processing gain should be chosen in order to optimize network
performance. It is also shown how the above design parameters depend on the uncontrolled
network parameters such as population size, traffic intensity, and bit energy-to-background
noise ratio. Numerical results indicate that, at high traffic intensities, it is more efficient in
terms of network utilization to use CDMA in conjunction with random access than to use
random access alone. Important descriptive parameters such as the cutoff traffic intensity,
background noise limit, and asymptotic background noise limit arising from this analysis

help illustrate when it is best to use one of the various error control techniques considered
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in this study (ARQ, Hybrid ARQ, CDMA).

3.1 Network and Channel Model

3.1.1 Topological Considerations

The network consists of U radio units arranged in a paired-off topology similar to that
discussed in (70 75]. Following their notation, let Ny and Ng be the maximum number of
potential transmitters and receivers, respectively. Ny and Np are fixed for a given network.
Also, let M1 and Mg be the number of active transmitters and receivers, respectively, in a
given time slot. M7 and Mg remain fixed for a slot duration but are are random variables
from slot to slot. In our terminology, a receiver can receive only one packet at a time, and
a transmitter can transmit only one packet at a time. A radio unit, however, may have
multiple receivers/transmitters in order to receive/transmit multiple packets. Note that
the term topology does not refer to the spatial aspects of the network but to the logical
connectivity between receivers and transmitters. In SSMA networks, the topology depends
strongly on the spreading protocol used. For this analysis, we assume that the sender of a
message knows its intended destination so that a receiver-directed protocol will be used.
With the paired-off topology, U/2 = Nr = Ng and Mr = Mpg. In this case there are
M = My = Mg, paired-off radio units, each with one transmitter and one receiver as shown
in Fig. 3.1.a. In the sequel, N = Ny = Np is called the population size, and M = Mr =
Mp is the number of simultaneous packets transmitted during a particular slot interval.
Note, in this case, that when a transmitter is active there is complete receiver availability
of the corresponding receiver. There is no topological competition among transmitters for
the attention of a particular receiver. Thus, the channel is not susceptible to the effects of
capture, and the only disruptive interaction between concurrent packet transmissions is due
to multiple-access interefrence of the other M — 1 interfering packets. Another example of
a paired-off topology occurs when M radio units each having one transmitter are paired-off
with the M receivers of a single radio as shown in Fig. 3.1.b . A practical example of this
more centralized paired-off topology is the up-link of a satellite radio relay network where

N terrestrial transmitters transmit to N satellite receivers. Note, in this case, that the
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physical layout is in the form of a star, but the topology is paired-off.

For this analysis, we assume a homogeneous network where the effects of multiple-
access interference, background noise, and jammer noise are felt equally at each receiver.
This assumes that the probability distribution of the multiple-access interference is the same
at each receiver, that each interferer contributes an equal amount to the total interfering
power at a given receiver, that interfering packet power levels are equal to the desired signal
power level, and that all receivers are effected by the same jamming strategy and power
levels. Without the homogeneity assumption, we are faced with the more general problem
of determining how the total interfering power is divided among the interfering signals. This
is a very complicated problem, even for our simple paired-off topology, because it requires

an elaborate description of the network architecture and the propagation environment.

o
™o

Figure 3.1: Examples of Paired-off Topologies
a) Decentralized Single Receiver/Transmitter Radio Units
b) Centralized Multiple Receiver/Transmitter Radio Unit

With the star topology, any number of transmitters Ny compete for the attention
of a single receiver (Ng = 1). In the above example, the central base station of Fig.
3.1.b . would have only one receiver. In CDMA networks having a star topology, capture
effects (power capture and delay capture) have a significant effect on network performance.

Although the present work considers only paired-off topologies and does not consider the
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effects of capture, the analyses of star topologies with capture can be performed within the
analytic framework of the present study (cf. [15] ).

Finally, note that the paired-off and star topologies are special cases of the more
general case, the fully connected topology (N = Ny = Ng = Mg = Mr). Although the
fully connected topology is a more general and, in some cases, a more realistic topology,
its representation would require the joint probabilistic description of the number of active
transmitters Mz and active receivers Mp. This joint probabilistic description is extremely
difficult to obtain. Including such factors as the actual radio propagation effects, radio
unit motion, dynamic jamming strategies, etc., further complicates the analysis and makes
a numerical solution extremely difficult, if not intractable. As a result, no general theory
yet exists which incorporates arbitrary network topologies operating under a full range of

network operating conditions.

3.1.2 Packet Flow

Transmitters access the network by using direct-sequence CDMA with a standard slotted
ALOHA protocol. Information is transmitted in the form of packets, one packet per time

slot. Packet flow for the network is shown in Fig. 3.2. Each of the network’s transceivers can
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Figure 3.2: CDMA Network Packet Flow Model

be in one of two modes: origination or blocked. In the origination mode, the probability of
transmitting a packet in the i** future time slot is geometrically distributed with parameter

Ps, where p, is the probability that the transmitter will transmit the packet in the next
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time slot.
Prob { packet transmission in the §** future time slot } = p,(1 ~ p,)*~! (3.1)

When either multiple-access interference or background noise causes a packet to be received
in error, a transmitter enters the blocked mode. In this mode, the probability of retrans-
mission is also geometrically distributed but with parameter p,, where p, is the probability
that a transmitter will retransmit its packet in the next time slot. While a transmitter is
waiting to retransmit, it is considered blocked or backlogged because it cannot transmit
(but may receive) a new packet until the retransmitted packet is received without error.
In practice, limits are set on the maximum number of retransmissions allowed for a given
packet.

The traffic intensity is defined as the average number of packets transmitted per slot,
and the new and retransmitted traffic intensities are denoted by v, and v,, respectively.
At the input to the CDMA channel, new packet transmissions combine with packet re-
transmissions to form the composite channel traffic. The composite channel traffic can be
characterized by its intensity and steady-state arrival distribution. The composite traffic in-
tensity v simply equals the sum of the new and retransmitted traffic intensities (v = v,+1,).
The composite arrival distribution fas(!) is the steady-state probability distribution for the
number of attempted transmissions M in a given time slot. The form of this distribution
depends primarily upon the relative values of p, and p,, and on the population size N.
Significant simplification in its form results when p, = p, = p, in which case the distri-
bution becomes binomial with parameters p and N. Further simplification occurs when
Po = pr — 0 and N — o0, in which case the binomial distribution approaches the Poisson
distribution with arrival rate equal to the composite traffic intensity ». When N < oo and
Po # pr, then the general composite arrival distribution is derived by means of a Markov

model as described in Section 3.2.

3.1.3 Error Control

A Type I Hybrid ARQ protocol is used for error control. This protocol combines the
forward-error-detecting (FED) capability of plain (conventional) ARQ with the use of
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forward-error-correcting (FEC) codes to achieve improved network performance. An ex-
ample of a Type I Hybrid ARQ channel (hereafter referred to as Hybrid ARQ) is shown in
Fig. 3.3. The ARQ portion of this protocol is of the stop-and-wait (SAW) variety where the

Multiple-Access Interference
and Background Noise

Message
P i .

Error i 1 Error
Detection } EFES » gﬁ) MAI > DFES + Detection
Encoder 1 ncoger anne ecoder | Decoder

| |

Plain ARQ Channel
Reject Accept

Send Send
NACK ACK

Figure 3.3: Type I Hybrid ARQ System

transmitter waits for either a positive (ACK) or negative (NAK) acknowledgement of the
packet just sent before sending the next new or retransmitted packet, respectively. When
a negative acknowledgement is received at the transmitter, the sender retransmits the re-
quested packet in the i** future slot with probability (1 — p,)*"1p,. It is assumed that
acknowledgements are made instantaneously over a separate, noiseless return channel. As
a result, acknowledgements are assumed to be costless and fully reliable. The FEC portion
of the protocol is used to combat the effects of poor channel conditions and tends to reduce
the number of retransmissions. Together, the proper combination of FEC and ARQ pro-
vide higher network reliability and throughput than could otherwise be achieved by them
separately. All transmitters are assumed to use the same error detecting/correcting codes.

For this analysis, we assume that the channel conditions (i.e., background noise power
spectral density (PSD) excluding the multiple-access interference) remain constant. Oth-
erwise, the Type I Hybrid ARQ protocol becomes less efficient as the channel error rate

decreases because the extra error correction parity bits are wasted. For time-varying channel
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conditions, it is better to use a Hybrid ARQ protocol with a variable code rate [14]. Code
combining techniques (adaptive Hybrid ARQ) can be employed as a further improvement

[10,11].

3.1.4 Coding Channel

Each packet that is transmitted over the Hybrid ARQ channel of Fig. 3.3 is comprised of
one or more code words. Each code word is used for simultaneous error detection and error
correction. The CDMA channel portion of Fig. 3.3 corresponds to the coding channel for
the network. The coding channel is assumed to be a a binary symmetric channel having

crossover probability Ps and the following cutoff rate and capacity:

R, = 1-log, (1 + \/4P5(1 - Ps)) ) (3.2)

C = 1- HJ|Pg), (3.3)

where H[Ps]| is the binary entropy function given by
H[Ps] = —Pglog, Ps — (1 - Ps) log2(1 - Ps). (3.4)

Observe from (3.2) and (3.3) that R, and C can be expressed in the form R, = ggr,(Ps) and
C = gc(Ps), respectively. For convenience, these functions can be expressed in the union
form R,,C = g(r,}(Ps). Likewise, these functions can be inverted to obtain expressions
for the probability of symbol error as a function of the cutoff rate and capacity, Ps =

g{_émc}(Ro,C). For the cutoff rate case, the probability of symbol error is

VI — 2
Ps = Q__él___a_)’ (3.5)
where
a=2"F 1 (3.6)
and for the capacity case
Ps=H1-C], (3.7)

where H~1[.] is the inverse operator of H[:|. The probability of symbol error Ps depends

upon many factors, including the type of modulation used. For this analysis, we consider
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the use of binary modulation, e.g. BPSK or DPSK, and results are developed for the

DPSK case. The uncoded bit error probability in the presence of additive white Gaussian

noise (AWGN) is P, = f();) where X; is the bit energy-to-total noise ratio. For DPSK,
f(As) = Fexp{- A}, and for BPSK f(X¢) = Q(v/2X;)) where

© 1 _&

3

Q)= [ e

When coding is used, the above code symbol error probability becomes

de. (3.8)

Ps = f(rX), (3.9)

where r is the code rate.

3.1.5 Code Division Multiple Access

The particular CDMA technique considered in this study is spread spectrum multiple-access
(SSMA) which, in the sequel, will generally be referred to as CDMA. SSMA is characterized
by the use of high rate (many chips per code symbol) pseudonoise (PN) spreading sequences.
Spreading sequences are selected from code families having low off peak autocorrelations
and low cross-correlations. It is assumed that the period of the spreading sequence is
much greater than the code symbol duration. Although well known sets of deterministic
sequences are available (e.g., Gold codes), the analysis in this study assumes completely
random spreading sequences. For direct-sequence SSMA, the multiple-access interference
at the front end of the receiver matched to the desired signal can be modeled as additional
broad-band Gaussian noise {72]. A rigorous justification of this Gaussian approximation via
comparison with the exact error probability has been provided for deterministic sequences
[25] , and random sequences [49] , under the assumption of coherent detection. Similar
results for differentially coherent detection (DPSK) have also been obtained [24] .
Following the above Gaussian approximation, and the network homogeneity assump-
tion, the equivalent one-sided noise PSD due to the it? interferer is N; = PTo = Es = rE,
where P is the transmitted power, T¢ is the PN chip duration, Eg is the code symbol en-

ergy, and E; is the bit energy. Because the transmitted signals are mutually noncoherent,




31

their PSD’s add and the total additive noise at the front end of the n'* receiver is [93]

M
Ne=No+n071 Y rEpy;, (3.10)

T7n
where N, is the background noise PSD, n = Ts/T¢ is the processing gain, M is the number
of simultaneous transmitters, and v; is the attenuation of the 7** signal. The attenuation
can be used to account for fading, or transmitters having unequal transmitted power. From

the homogeneity assumption, all packets arrive at each receiver with equal powers so that

the bit energy-to-total noise ratio for the nt? receiver is

Ey
At = (3.11)
' No+n~1rE, Eﬁx
#n
Ao
= 3.12
1+n71rd, 1}{-_; ( )
i#n
A
= ° (3.13)

14+ 97 rd (M -1)’
where A, is the bit energy-to-background noise ratio.
Finally, it is assumed that all transmitters employ the same carrier frequency, code
symbol duration Ts, modulation technique, processing gain 7, and that all receivers are

synchronized in frequency, phase, chip, and bit epoch of the desired signal.

3.2 Network Analysis

In this section, the steady-state and dynamic performance of the Type I Hybrid ARQ pro-
tocol in slotted direct-sequence CDMA systems is analyzed. Expressions for the throughput
and corresponding average packet delay are developed for the steady-state performance. To
evaluate the dynamic performance, expressions are developed for the input-output packet

flow rates of the network.

3.2.1 Steady-State Throughput-Delay Analysis

The throughput T at the output of the Hybrid ARQ channel is defined as the expected

number of successful packets S per slot;

T = E{S}. (3.14)
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By the chain rule of expectation, (3.14) can be expressed as
T = E{E{S | M}}, (3.15)
where l
B{S|M}=>_ kpspl(k|) (3.16)
k=1
and
psim(k 1) = Prob{S = k successful packets | M = attempted transmissions},
!
= (k) PO - o). (317)

Here, Pc(!) is the probability of a correctly received packet when there are ! simultaneous

packet transmissions. Using (3.16) and (3.17), the throughput expression in (3.15) becomes

where fas(l) is the probability distribution function for the number of attempted transmis-

i

e (k) PO - Pc(l)]“"} fa 1), (3.18)
1

k=

sions (composite arrivals) during a particular slot interval. Since

{i k (l'c) PE(Y1 - Pc(l)]""} =1Pc(l), (3.19)
k=1

then
N
T =Y IPc()fm(l). (3.20)
=1

Among other factors, throughput depends upon the channel’s code rate r, processing
gain 7, and the bit energy-to-background noise ratio A,. By combining equations (3.9) and
(3.13), the following expression can be obtained for the number of allowable simultaneous

packet transmissions in a time slot;

m =

n r 1
v (f‘l(gfémc}(Ro,C)) - _A—a) + 1. (3.21)

where f~1(-) and g~!() are the inverse operators of f(-) and g(-), respectively.
Suppose that the code being used has the property that the packet error probability
is zero if r < C and one if r > C. This ideal threshold effect occurs because it is possible to

achieve arbitrarily reliable communication for all code rates up to channel capacity, while it
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is impossible to achieve reliable communication with a code having a rate exceedi:.g capacity.
In practice, it is extremely difficult to operate with a code rate near capacity. The cutoff rate
R, has been proposed by Massey [60], and others, as a more realistic upper bound on the
achievable rate. For sequential decoding of convolutional codes, R, is the computational
cutoff rate, and is usually viewed as the practical limit on the highest rate at which a
sequential decoder can operate. If r > R,, then frequent buffer overflows occur resulting in
many decoding errors. On the other hand, it has been demonstrated that it is possible to
operate very close to the cutoff rate. In [33], for example, two constraint length 21 rate 4/5
convolutional codes were used over a channel such that »r = 0.988R,. In 1000 packets, each
consisting of 1000 bits, there were no observed decoding errors. As the constraint length of
the code and/or the buffer size in the sequential decoder is increased, this threshold effect
becomes even more pronounced [12]. Stiiber [87] evaluated a Layland Lushbaugh constraint
length 32 rate % convolutional code [19], where Fano sequential decoding was used under a
time out condition. The computer simulation consisted of transmitting 400 packets, each
consisting of L = 1000 bits, over a BSC. The decoder used hard decision decoding without
channel state information. The probability of correct packet reception was obtained as a
function of the channel crossover probability for various time out limits. It was shown
that the ideal decoder threshold approximation is quite accurate in terms of the network
optimization, for convolutionally encoded packets with a Fano sequential decoder. Thus,
for our purpose, an ideal decoder threshold is assumed, where the packet error probability is
zero if r < R, and one if r > R,. Results derived under the assumption of an ideal decoder
threshold at capacity are included for comparison purposes.

For the limiting case as r — {R,,C} and for fixed values of N, {R,,C}, n, and J,,
(3.21) gives the maximum number of allowable simultaneous packet transmissions as m =
|m]. If the actual number of packets ! exceeds i, then information is being transmitted at a
rate above the cutoff rate or capacity of the channel. As a result, all packets are incorrectly
received and must be retransmitted ( Po(I) = 0, > vh ). If the number of packets is less

than or equal to rn, then all packets are received successfully ( Po(l) = 1,! < 1 ). The
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throughput expression in (3.20) becomes
min(rh,N)
T= > Ifm(). (3.22)
=1

In order to compare throughputs of different systems on an equal basis, we need to

account for {R,,C} and n. The normalized throughput or network utilization becomes

min(,N)

> i) (3.23)
I=1

T(pn{Ro,C},q) = {Ro';C}T — {R,,C}

This is the average number of successful packets (per slot) per unit time per unit bandwidth.
Note that the normalized throughput is a function of the probability of retransmission, the
ccde rate, and the processing gain. The normalized throughput is also a function of the
population size, the composite traffic intensity, and the bit energy-to-background noise ratio.
However, this dependency is not shown explicitly because these parameters are assumed to

be uncontrolled. The maximum normalized throughput is

Tirocy = max  max T(pr,{R,C}in),
1<n
in(,N)
_ {RO,C} min
= 02;?21 0({:';1;3(51 " IZ_E Lim(l). (3.24)
1<n =

For the cutoff rate case, (3.24) represents the practically achievable limit on the maximum
normalized throughput Tg,. For the capacity case, (3.24) represents the theoretical upper
limit on the maximum normalized throughput, T¢. The optimal protability of retransmis-
sion, code rate, and processing gain are denoted by p;, {R;,C*}, and n{RoC} respectively.

The composite packet arrival distribution fas({) is derived by using a Markov model
similar to that developed in [39]. The channel is viewed as a discrete-time system where
n(t) represents the number of backlogged transmitters n during a particular slot interval.
The network may then be in any one of N + 1 possible states. A geometric distribution for
the probability of retransmission results in the retransmission delay also being geometrically
distributed with an average

D, = E/py, (3.25)

where E is the average number of packet retransmissions per successfully transmitted

packet. The memoryless property of the geometric distribution allows for a simple, sin-
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gle state description. Assuming N and p, to be time-invariant, n(t) represents a Markov
process with state transition matrix P = [p;;] where the state transition probabilities are
defined as

pi; = Prob{n(t + 1) = j | n(t) =1}. (3.26)

Calculation of the above state transition matrix is more complicated than in the narrow-
band case [39], but is simpler than in [75] because Pc(!) is binary in value (Pc(l) = 1 for
{ < mand Pc(l) =0for ! > /). From this simplification, the following expressions for the

one-step state transition probabilities can be derived (Appendix A);
(for 5 < 1)

0, ft—7>m

min(h—i+7,N—1) . . .. . . ”

k=0 b(k, N ~ i,po)b(i — j,4,pr), i—~j<1h

(for 7 = 1)

TrnN=iR) gk, N = §,p,)b(0,1,pr),

IA
3

me(N =™ b(k, N i, p,)5(0, 4, pr)

pij = | <=0 , (3:27)
+  Tiemer bk 6,0 )b(0,N —i,p,), m<i<N
S s1 b(k, N,p,) + 50, N, p,), i=N
(for 7 > ¢)
0, J<m,j-i<rh

b(j— 4, N —i,po)[1 = Tpd* b(k,i,pr)],  M<j<N,j-i<ih

b(J.“‘.,N"",Po)a ﬁl<jSN)j—i>ﬁ1
where the terms in the summation represent the binomial distribution function such that
b(a,n,p) = (&) p*(1 - p)*. (3.28)

When ri = 1, (3.27) reduces to the standard narrow-band slotted ALOHA case as in [39).

For the infinite population model, if we let N — oo and p, — 0 such that Np, = T(r..c}
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then (3.27) becomes
{
(for j < 1)
0, t—j>m
SpnR- N =) T e-Th(i — 5yi,p,), i-j<t
(for j =1)
:‘:(')(N_""ﬁ) %e“Tb(O,i,p,), 1<m
min(N—i,,) T& _T ;
pij = 1 k="(l)( ) are” 50,9, p,) (3.29)
+ e T i m DO, N ~4,p,), M<i<N
Eﬁ:ﬁt-{-l b(k) N)p") + b(o) N) Pr), t=N
(for 7 > 1)
01 J S ﬁl) j | < m
Gome T - TS bk, 6, pe), Mm<j<N,j—i<m
| e T Mm<j<N,j—i>m

With P, we can solve for the equilibrium state probability distribution x in the following

equation:
x=71P, (3.30)
where
r= [”(0)1”(1):"'»7’(1\,)1: (3'31)
and
N
Y w(n)=1. (3.32)
n=0

Using the above solution for x, we can now express fas(!) in terms of the number of back-

logged transmitters as

N
() =2 fu(l | n)x(n), (3.33)
n=0
where
min(l,N-n)
m(l|n)= Z b(k, N — n,p,)b(l — k,n,p,). (3.34)
k=max(l-n,0)

_
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Substituting (3.33) into (3.24), the normalized throughput equation becomes

{R C} min(m,N) N min(l,N-n)
T(R,c} = Mmax max -———= Z l Z n(n) Z b(k, N—n,p,)b(l-k,n,p,).
O<prslociigolst 0 I=1  n=0 k=max(i-n,0)

(3.35)

For the special case when N = o0, p, = pr = 0 and p,N = T(g,c}, (3.35) becomes

min(®,N) , | _
T{R C} = max max {_120,—0} Iu_ei?{__ljl (3.36)
o 0<pr<1 0<{Ro,C}S1 1) 3!
1<n =1

which is the same as the throughput expression derived in [86] where FEC is employed
without retransmissions.
The average packet delay D of a network is often modeled as the sum of a random

delay component D,, a deterministic component Dy, and a one slot transmission time:
D=D,+ Dg+1. (3.37)

The deterministic component can be used to model any fixed delay inherent in the network.
For this analysis, it is assumed that the deterministic component is zero. As such, equation
(3.37) becomes

D=D,+1. (3.38)

The random delay component D, is the average retransmission delay defined earlier and
represents the average rescheduling delay or the average backlog time experienced by a
transmitter. This random component is necessary to prevent backlogged transmitters from
contending with other transmitters blocked during the same time slot. From Little’s result

[38], D, can be expressed as

n
T(r.c}’

where #i is the average number of backlogged transmitters which can be calculated from

D, = (3.39)

N
A=) nx(n). (3.40)

n=0
By using (3.38) and (3.39), the throughput can be directly related to the average packet
delay (3.37) as

it
T(r,c} = D_1 (3.41)
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This alternate expression for the throughput is the one that is actually used in the maxi-
mization required by (3.24), while (3.24) provides a convenient check during the analysis.

Throughput can also be related to E, the average number of packet retransmissions
per successfully transmitted packet, by the following expression

—_ v —
Tir,cy

E 1, (3.42)

where v/T(g, c} is the average number of times a packet must be transmitted until it is
successfully received. This expression can be used with the data from Section 3.3 (Fig 3.5) to
obtain a plot of £ against Ty, c}. Substituting (3.42) and (3.39) into (3.25), the probability
of retransmission can be expressed as

v —T(r,c}

- (3.43)

Pr=

A similar expression for the probability of original packet transmission can be obtained as

Vo

2§=I(N - "’)W(n)
T
N-#n

Po =

(3.44)

These expressions for p, and p, are used in computing the P matrix (3.27) and are key in

performing the maximization in (3.24).

3.2.2 Dynamic Throughput-Delay Analysis

The analysis presented so far is not sufficient to fully characterize the performance of our
CDMA network. Up o this point, we have assumed th-+ the network is in equilibrium.
That is, for a given number of backlogged transmitters n, the input transmission rate Ty,
is equal to the output or delivered transmission rate T,y:. The channel input transmission
rate is defined as the number of new packet transmissions per time slot. The normalized
input transmission rate is

Tin = {—&;’ﬁl(N - n)p,. (3.45)

Note that if we take the expectation over n in (3.45), then Tj, becomes the input traffic

intensity v,. The channel output transmission rate is defined as the probability of up to
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successful packet transmissions per time slot. The normalized output transmission rate is
given by

M-

R,,C} [k _
T,,,,t={-7—} SO S b(k, N = n,po)b(n,pr) — (1= po)¥V (L —p)"| . (3.46)
k=0 0

I=
Note that if we take the expectation over n in (3.46), then the output transmission rate be-
comes the normalized throughput in (3.23). When N and p, are stationary with time, (3.45)
and (3.46) are referred to as the channel load line and equilibrium contour, respectively.

A channel is said to be stable when its load line intersects (nontangentially) the equi-
librium contour in exactly one place. Points where the load line intersects the equilibrium
contour are defined as channel operating points. For stable channels with a large popula-
tion size, analysis has shown that networks actually operate close to these channel operating
points [44]. In Fig. 3.4, (3.46) is plotted against three different channel load lines (3.45) to
show the effects of changing network operating conditions on the network’s stability. Load
line A represents a stable channel having an operating point (Ty,n;) with relatively high
throughput and a low number of backlogged transmitters (low delay). Load line C also rep-
resents a stable channel, but in this case the network is overloaded with a channel operating
point having relatively low throughput and a high number of backlogged transmitters (high
delay). Load line B represents an unstable channel having three possible channel operating
points with the most desirable operating point being at (T3, ng). Assuming that the network
is currently operating in the vicinity of this point, it will not remain there because n(t) is
a random process. That is, there is a nonzero probability that the number of backlogged
transmitters will exceed nz. When this occurs, T, > T,y which causes the operating point
to drift (accelerate) up the load line to the overloaded equilibrium point (low throughput
and high delay). While there is also a nonzero probability that the channel operating point
will return below the {T3,n;} point, simulations show that the channel tends to remain
near the overloaded equilibrium point instead [44].

For the finite population case, if the channel is stable, then the network operating
point can reside in the vicinity of the channel operating point indefinitely. For an unstable
channel, however, network operation around the desired operating point is achievable for

only a finite amount of time before the channel saturates. Finite population channels can
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be stabilized by decreasing p, (at the expense of increasing delay), by decreasing N, or
by employing external stabilizing measures which include various retransmission control
strategies (45]. For the infinite population case, channels are inherently unstable and can
operate near their desirable operating points for only a finite amount of time [35,39]. This
operational time can be increased by the methods mentioned above to achieve performance

close to the theoretical optimum [45].

3.3 Performance Evaluation

In this section, the dependency of the network’s throughput-delay performance on N, v, A,,
pr, {R,, C}, and 7 is examined in detail for both the steady-state and dynamic cases. The
optimal probabilities of retransmission, processing gains, and code rates are identified. The
results obtained here for DS/DPSK signaling can also be obtained for DS/BPSK signaling

within the same framework.

3.3.1 Steady-State Throughput-Delay Performance

Figs. 3.5 and 3.6-3.7 are plots of the maximum normalized throughtputs, Tr, and T¢,
against traffic intensity v and against average delay D, respectively. These plots illustrate
the combined effects of maximizing throughput over the probability of retransmission p,,
and the code rate and processing gain {R,, C;n}. The first maximization required by (3.24)
is performed by fixing D in (3.41), allowing p, to vary (0 < p, < 1) in (3.30), and solving
for a (7,7 (n)) solution which maximizes (3.41). This procedure is repeated for all possible
values of i (1 < i < N) and results in N optimal (pr, T(g, c}) pairs for each fixed value
of D. An alternate procedure, whereby the throughput is fixed and the delay is minimized,
produces the same optimal (pr, (g, ¢}, ", D) combinations. For the second maximization
required by (3.24), D is again fixed for a given level of background noise. The code rate
and processing gain {R,,C;n} are allowed to vary in (3.21) yielding i values for which
the corresponding throughputs are known from step one. Each value of throughput is then
normalized and the maximum normalized value is selected. Note that (3.21) requires a

solution for Ps. For the cutoff rate case, a solution for Pg is found in a straight forward
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manner by using (3.5) and (3.6). For the capacity case, a Ps solution is found by solving
(3.3) and (3.4) simultaneously.

Results in Figs. 3.5 and 3.6-3.7 are shown for population sizes N = 10,30, and oo ; and
for background noise levels of A, = co and A, = 10.34 dB. The background noise level of
10.34 dB was chosen because it results in a bit error probability of 10~5 for uncoded DPSK
in the absence of multiple-access interference. Although the infinite population case may

be an unrealistic population size, it does provide a useful bound on system performance.

Optimization of Throughput-Delay Performance over Probability of Retrans-

mission

Optimal values for probability of retransmission p} exist for all values of traffic intensity as
shown in Fig. 3.8. For the low range of traffic intensities (v < 1.0) in Fig. 3.8, there are
two distinct p; values for each value of v. Selecting the lower p; value for a given traffic
intensity results in the maximum possible value for T(p, ¢} (Fig. 3.5) but with nonminimal
delay (Figs. 3.6-3.7). In Figs. 3.6-3.7, these lower p; values correspond to the upper branch
of the throughput-delay curve. Here, v is increasing along the curve from A to B and back
to C. Points on the A-B portion of the curve correspond to stable operating points, whereas
those on the B-C portion of the curve do not. A maximal T(g, ¢} value is achieved under
the following conditions: p; < 1.0, p, — 1.0, and i —+ N. As a result, the throughput is
closely approximated by the equation Tz, c} = v for low v (v < 0.5) in Fig. 3.5, and by the
equation T(g, ¢} = N/D for the upper branch (A-B) in Figs. 3.6-3.7. These two throughput
expressions are related through Little’s result (3.39) by applying the above conditions to
(3.43) and (3.41), respectively.

Selecting the higher p¥ value for a given traffic intensity (v < 1.0) in Fig. 3.8 results in
a nonmaximal T(g, ¢} value (not shown in Fig. 3.5 ) but at minimal delay (Figs. 3.6-3.7).
‘the higher p, values correspond to the lower right-hand branch of the throughput-delay
curve in Figs. 3.6-3.7 (increasing v from E to F). This throughput-delay curve agrees with
the results from earlier throughput-delay analyses for conventional narrow-band slotted
ALOHA [44]. Furthermore, simulation results obtained by Lam [44] agree very well with

these analytic results. For these nonmaximal T(g, ¢} values, Py > po and i is relatively
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low.

Note in Fig. 3.8 that for the low range of traffic intensities (v < 1.0), the upper and
lower curves for p; are separate and distinct. For a given traffic intensity, this separation
represents the change in p; that is necessary to move the network from an operating point
having maximal throughput to one having minimal delay, and vice-versa. In Fig. 3.6, for
example, the throughput-delay points for traffic intensities of v = 0.525 and 1.00 are plotted
for comparison purposes for the two values of p}. Note in this example, that for v = 1.0
it seems that an improvement in throughput can be had for a modest increase in delay by
operating on the upper branch (B-C). However, the upper branch (B-C) operating point is
not stable, whereas, the lower branch (E-F) operating point is. Stability issues are discussed
further in Section 3.3.2.

For the upper range of traffic intensities (v > 1.0) in Fig. 3.8, there are also two
distinct p; values for most values of v as indicated by the solid and dashed lines. The
solid lines correspond to the case where either plain or Hybrid ARQ is the optimal protocol
(vh = 1). Here, p; can be approximated by p; = v/N. Because p} is independent of X,,
the same value of p} is used for both plain and Hybrid ARQ for a given traffic intensity.
The dashed lines correspond to the case when Type 1 Hybrid ARQ is used with CDMA
(hereafter referred to as CDMA) (i > 2). The dashed lines correspond to when p} = v/N
exactly, which is usually the case when CDMA is used as explained below.

Fig. 3.9 depicts, in more detail, p; against v for a population size of N = 10. All p}-v
curves are shown (1 < s < 10) and are numbered accordingly. For a given N,v, and X,
only one of the m values will be optimal, and, therefore, only one of the p;-v curves will
provide the optimal retransmission probability p;. In general, higher v and/or lower A,
values require higher optimal 11 values. Note that when CDMA is used (#i1 > 2) each of the
p;-v curves has that p; = v/N exactly over a relatively large range of v. See, for example,
dashed line 5 (rh = 5) where p; = v/N for 3.2 < v < 6.0. When this occurs, p} = v/N = p,
and the composite arrival distribution far(!) is binomial. Whether the network operates
on this linear portion of the curve depends on v and A, through a parameter called the
cutoff traffic intensity (discussed below). As mentioned earlier, operation on this linear

portion of the curve is usually the case. Let p, py denote the retransmission probability
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when the composite arrival distribution is binomial (i.e., p, = v/N), and p, NN denote
the retransmission probability when the composite arrival distribution is not binomial (i.e.,
pr # v/N). Accordingly, p; gy and p; ypy denote the optimal retransmission probabilities
in either case. For very high v, p, pn is no longer opi'mal but is still a good approximation
for p; y g because using p, pn results in only slightly lower throughput and increased delay.
This effect is shown in Fig. 3.10 for (sh = 3). Note that p, gy is a good estimate for p; over
the entire range of traffic intensity with respect to throughput performance.

In Fig. 3.5, the plain/Hybrid ARQ p; values correspond to the plain/Hybrid ARQ
curves and the CDMA p; values correspond to the upper branches which break away from
the plain ARQ curves at various traffic intensities. In Figs. 3.6-3.7, the B-C-A branch of
the throughput-delay curve (v increasing from B to C then toward A) corresponds to the

plain/Hybrid ARQ p; values and the C-D branch corresponds to the CDMA p; values.

Optimization of Throughput-Delay Performance over Code Rate and Processing

Gain

Note, in Fig. 3.5, for the plain/Hybrid ARQ case, that throughput becomes vanishingly
small and delay in Figs. 3.6-3.7 becomes unbounded as the traffic intensity increases. How-
ever, when CDMA is used, this degradation in performance does not occur. Instead, the
maximum normalized throughput decreases to some minimal value, at a particular traf-
fic intensity, and then increases again. The corresponding delay decreases. The traffic
intensity at which CDMA achieves this improved performance over plain/Hybrid ARQ
is defined as the cutoff traffic intensity which is denoted as v{FoC} and is described as
follows. If v < V{R°'C}, then the optimal processing gain n{F>:C} is unity for all bit energy-
to-background noise ratios (A, < o0). If v > V{RC} then n{RC} > 1 with the actual
value depending on the traffic intensity, population size, and the bit energy-to-background
noise ratio as described below. In Fig. 3.5, the cutoff intensities occur at the intersection
of the CDMA curves with the plain/Hybrid ARQ curves. Observe that for A\, = co and
v < v{ReC} Tp and T are identically equal. For A, < 0o and v < v{ReC} Tg + Tc,
but these differences are usually too small to show graphically, the only exception being

for Tg, at A, = 10.34 dB. In Figs. 3.6-3.7, point C is an example of a throughput-delay
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point which corresponds to a cutoff intensity. Note how the delay drops precipitously (C-D)
when CDMA is used. Recall that these delay results must be adjusted for any fixed delay
inherent in the network being considered. Any additional fixed delay would cause the curves
in Figs. 3.6-3.7 to be shifted upward by a corresponding amount.

Fig. 3.11 illustrates the effect of bit energy-to-background noise ratio A, and population
size N on the cutoff traffic intensity v{#>C}, In general, v{B:C} increases to its maximum
value (N) as A, decreases. Note that for each v{Bo.C} there is a corresponding A, which is
defined as the background noise limit for that cutoff intensity, denoted by AgR"’C}. Also, for
each A, there is a corresponding cutoff traffic intensity. The {6.82 dB, 4.81 dB} background
noise limits are defined as the network asymptotic background noise limits and are denoted
:\,{,R"'C}. The network cannot operate at bit energy-to-background noise ratios below these
asymptotic background noise limits, because they represent the smallest A, that can be
present for reliable coded communications in the absence of multiple-access interference
(86].

Figs. 3.12-3.13 show how the optimal processing gain n{f<C} depends on the traffic
intensity for different population sizes N and bit energy-to-background noise ratios A,. For
the N = oo case, n{®:C} depends on v in a nearly linear fashion. The effect of finite
population size is a ‘staircase’ type curve which tends to the N = oo curve as N — oo.

Fig. 3.14 shows how the optimal processing gain n{Re.C} depends on the bit energy-
to-background noise ratio A, for particular traffic intensities v = 5,10 and population sizes
N = 10,30, and oo. In general, the optimal processing gain increases with decreasing A,.
Recall that, for each traffic intensity, there is a corresponding background noise limit. Thus,
for a given traffic intensity, as A, — ,\iR"'C}, n{R=:C} increase to some finite maximum value
at ,\iR"'C}. Observe how n{R°-C} increases drastically as A, nears /\§R°'C}. Should A, become
less than the background noise limit for a given v, then v < v{B=C} and CDMA is no longer

the optimal protocol, For this case, I\§R°'C} < Ap < /\§R°’C}

, the optimal processing gain is
unity.

Fig. 3.15 summarizes the dependency of the optimal code rate {R;,C"} on the bit
energy-to-background noise ratio A, and population size N. Note that the selection of

the optimal code rate depends primarily upon v and A,, and does not depend directly on
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N. When X, = oo and v < v{ReC} the optimal code rate {R?,C*} is unity. Hence,
the optimal protocol is plain ARQ. In fact, plain ARQ is used only when A, = oo and
v < v{RCt When A, < 00 and v < p{ReC} {0.48,0.50} < {R;,C*} < 1.0. In this case,
Hybrid ARQ is used. For A, < oo and v > v{ReC} the optimal code rate {R:,C*} is
constant at {0.48,0.50}. CDMA is the optimal protocol in this case. For a given level of
background noise, the optimal code rate can be determined as the traffic intensity varies
by using Figs. 3.11 and 3.15 . For a given X,, Fig. 3.11 gives the corresponding v{B=C} As
the traffic intensity varies above and below this particular £{FeC}, the optimal code rate is
given by the lower branch and upper branch of Fig. 3.15, respectively.

It should be noted that, for the entire range of traffic intensities, it is possible to operate
CDMA with a delay D = 1.0. Unity delay is achieved by selecting the appropriate code
rate and processing gain combination so that 1 = N. In most cases, however, unit delay is
achieved at the expense of a far from optimal throughput. Unit delay curves are shown in
Fig. 3.5 for the cutoff rate and capcity cases at A, = co. Note that the throughput at unit
delay Tp-; is very small for 0 < v < p{ReC} At p = p{ReC} there is a step increase in
Tp=1, after which Tp=; — T(g,c} as v — N. These unity delay curves together with the
corresponding T(g, c} curves represent a bounded region of operation where throughput
and delay may be traded off between one another.

Finally, recall that the maximum normalized throughput T(g,c} is defined as the
average number of successful packets per time slot per unit bandwidth. Throughput results
are normalized (r/%) so that CDMA and narrow-band results can be compared fairly. As
a result, T(p, c} is always less or equal to unity. That is, at most one packet can be
successfully transmitted per time slot per unit bandwidth. For example, at v = 5.0, A, =
oo, and N = 10; Tg, = 0.0212 and D = 407.0 for narrowband operation and Tg, = 0.158
and D = 6.71 for CDMA operation. For actual network operation, however, throughputs
are not normalized, and it is possible to successfully transmit more than one packet per slot.
Throughputs greater than one packet per slot usually occur when operating with CDMA
at the higher traffic intensities. When comparing nonnormalized performance, narrow-
band results should be scaled by a factor of n/r for fairness. Let T{r,c) NN denote the

maximum nonnormalized throughput. In the above example, » = 13.9 and r = 0.480
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so that Tg, yy = 0.614 and D = 15.0 for the narrowband case and Tg, yny = 4.58 and
D = 1.20 for the CDMA case. Delays decrease uniformly by a factor of r/n due to Little’s
Result (D = rit/nT(gr, c} +1). Fig. 3.16 gives complete throughput (Tr, ~nn) versus traffic
intensity results for the above example. Note that for the narrow-band curve and for traffic
intensities above cutoff, T, n ¥ remains small and decreases to zero with increasing traffic
intensity because the throughput for the narrow-band case decreases to zero for this range

of traffic intensities.

3.3.2 Dynamic Throughput-Delay Performance

When the traffic intensity of our network rises to a level at or above the cutoff intensity,
the employment of CDMA stabilizes what would otherwise be an unstable network. This
effect is shown in Fig. 3.17 for a traffic intensity » = 3.0, a population size of N = 10,
and no background noise (A, = 00). The cutoff intensity in this case is ¥F> = 2.85. Note
that the plain ARQ curves display an unstable characteristic whereas the CDMA curves
display a stable characteristic. Average operating points generated by numerical analysis
are shown for each case. Points G (Tg, = 0.129,7 = 7.417) and H (T, = 0.151,7 = 2.70)
correspond to the plain ARQ and CDMA cases, respectively. For the CDMA case, note
that the relatively large distance between the average operating point H and the channel
operating point J can be attributed to the small population size. The vertical CDMA curve
is due to the binomial arrival distribution (p, = p,). In Fig. 3.6, throughput-delay points
corresponding to v = 3.0 and N = 10 for both the plain ARQ (Tg, = 0.129, D = 56.0) and
CDMA (Tr, = 0.151,D = 19.0) cases are shown for reference. In Fig. 3.7, a throughput-
delay point for » = 3.0 and N = 30 is also shown. Observe that for the (Tg,, A, = o0) curve,
there is no v = 3.0 throughput-delay point on the CDMA curve (C-D) because v = 3.0 is
less than the cutoff intensity for N = 30, A, = oo (v®e = 3.17). Thus, for a given traffic
intensity and ),, an increase in N causes a corresponding increase in v{%>:C} which, in this
case, destabilizes the network.

Finally, note that CDMA achieves a similar stabilizing effect for A, < co and v >
v{R2C} For this case, Hybrid ARQ operates at some code rate less than unity depending

on the background noise level. In the above example (N = 10, v = 3.0), if ), is high
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enough so that R, & 1.0 then R, is close to unity and 7 is unity in (3.45) and (3.46) and the
resulting Hybrid ARQ stability curves are very close to those shown for the plain ARQ case
in Fig. 3.17. That is , the Hybrid ARQ case exhibits the same unstable characteristic (ie.,
multiple network operating points). If 15.25 dB < A, < co then R, < 1.0 and n = 1.0 and
the resulting equilibrium curves generally shift to the left but maintain the same unstable
form. For the CDMA case, 15.25 dB < A, < oo causes the CDMA stability curves to shift

in a similar manner while maintaining the same stable form.
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Figure 3.6: Average Delay (D) versus Maximum Normalized Throughput (T{r,c}) for N

= 10 (N = 30 results are overlayed)




51

200

100

60

40

20

AVERAGE DELAY (D)

Tﬂol ko* .-

E Tc, A, = 10.34dB
[ Tch="
1 D Il & ° A |
) 0.1 0.2 0.3 0.4 0.5 0.6

MAXIMUM NORMALIZED THROUGHPUT (T Ry To)

Figure 3.7: Average Delay (D) versus Maximum Normalized Throughput (T(g,c}) for N
= 30 (N = 10 results are overlayed)




OPTIMAL PROBABILITY OF RETRANSMISSION, pf

52
1.0r
08 N =30
o8l
04}
0.2}
0.1}
0.08 -
0.06 | ——— Plain/Hybrid ARQ
oo4r Jg . Hybrid ARQ with CDMA
I High Delay
0.02 +
- | 1 e 1 L A ' Y A L3
0.4 06 081.0 20 40 6.0 8010 20 40 60 80100

TRAFFIC INTENSITY (»)

Figure 3.8: Optimal Probability of Retransmission (p;) versus Traffic Intensity (v) for
N =10,30

—



53

1.00 4§

0.10

0.01 {
0.1

OPTIMAL PROBABILITY OF RETRANSMISSION (p, gn,prnBN)

TRAFFIC INTENSITY (v)

Figure 3.9: Optimal Probability of Retransmission (p;) versus Traffic Intensity (v) for
N=10




THROUGHPUT (Tgn nan) - DELAY (Dpy nan)

" 10

TRAFFIC INTENSITY (v)

10.0

54

Figure 3.10: Throughput (Ten,Tnen) - Delay (Dpn,npn) versus Traffic Intensity (v),

N=10




CUTOFF TRAFFIL INTENSITIES vPo, 4C

55
8k
|
TF
I
6 | I
] {
|
!
]
5-.
4+
|
| N =30
3t
N =10
! g
51 &
2 < [ =30
L] [}
Vo o = 10
< :<°
1 A A A A A A A A —J
1 2 4 6 8 10 20 40 60 100

BIT ENERGY-TO-BACKGROUND NOISE RATIO (dB)

Figure 3.11: Cutoff Traffic Intensity (v) versus Bit Energy-to-Background Noise Ratio (Xo)




56

100~

60

20+

10

OPTIMAL PROCESSING GAIN (1)R0)

seso e domany e

esecses 10
w{ = s

— WL

procone

W SR W " A ) |

1 2 4 6 8 10 20 40 60 80 100
TRAFFIC INTENSITY (»)

Figure 3.12: Optimal Processing Gain () versus Traffic Intensity () for the Cutoff Rate

Case (Capacity Case at A, = oo is shown for reference)




57

100

60}

40+

OPTIMAL PROCESSING GAIN (7€)

10
.18
6t
st :
:5 eseons 10
o N={ 30
o ——— oo
2 E: cvemacnnns nRo @ A =9
1 : : 1 - | A 1 PR | ' 1 ]
1 2 4 6 8 10 20 40 60 80 100

TRAFFIC INTENSITY (»)

Figure 3.13: Optimal Processing Gain (n€) versus Traffic Intensity () for the Capacity

Case (Cutoff Rate Case at A\, = oo is shown for reference)




58

10001
8001
1 :
800+ 1 E
400+
200+
N R
1 — 1t
T 100! 2
T oot
4
a 60+
(&)
(&) R
Z 40
[/ 2 - 1 2 \ R S L T N = 0o v=10
@ sl
S Lol Neee vt
3
o \ N =30 v=10
-<l .......... S 0309'5
= Moo
E 10 A N=10,30 v»=5
° &
- g 28828
[[] n 1] # 1 "
2 2 2z 2 2
a4} O odgoog
T UV P P © O
=a2r88 S
¢ N i © N ©
[} L[} n ([} ] i
vevovoerogode
2- (" K KK <
1 d. ») v} Fl ") 1 A 't .A )
1 2 4 6 810 20 40 60 ‘80100

BIT ENERGY -TO - BACKGROUND NOISE RATIO (dB)

Figure 3.14: Optimal Processing Gain (n{R°'C}) versus Bit Energy-to-Background Noise
Ratio (A,)




59

1.0
— W Ve v< vt v
< I c* /
" /
Z 0.8 R: /
o {
& f
; 0.6 ! ]
Q (0.50) v > Ve pfe
=) ——
0.48
S 04 ©4®
- o0
: -
o o
E"‘ 0.2-' Q. 7<)
g " "
<l &
0 L T L} T T LIRS L] L] 1 L4 1]
1 2 4 6 8 10 20 40 60 80 100
BIT ENERGY-TC-BACKGROUND NOISE RATIO, (A,)
Figure 3.15: Optimal Code Rate (R;,C*) versus Bit Energy-to-Background Noise Ratio
(%)




MAXIMUM NONNORMALIZED THROUGHPUT (Tg, ~n)

2.0 ;

0.0

60

0.1

1.0 10.0
TRAFFIC INTENSITY (v)

Figure 3.16: Maximum Nonnormalized Throughput (Tr, nn) versus Traffic Intensity (v)




61

10 \
N=10, v=3.0, 7\°=°°
— \
T O} \ViINS e PlainARQ
w 8r
E .............. Hybrid ARQ with CDMA
7]
o
2
¢ 6t
S
(@]
|
b4
Q
L ¢
o 4r
T
]
o
T}
s
> 2r
Z
—

0.1 0.2 0.3 0.4 0.5 0.6

MAXIMUM NORMALIZED THROUGHPUTS (TR,)

Figure 3.17: Number of Backlogged Users (n) versus Input/Output Rate Equations for
CDMA Network Stability Analysis




62

CHAPTER 4

Performance Evaluation in the Presence of
Jammer Noise with Partial and Complete Side

Information

This chapter examines the throughput-delay performance of Type I hybrid ARQ protocols
in a slotted direct-sequence CDMA network operating in a hostile jamming environment.
The approach taken in this chapter parallels that of the last chapter. In the first section, the
network and channel model is described in terms of its physical and link level characteristics.
The model accounts for the presence of multiple-access interference, background noise, and
jammer noise. The stochastic nature of the multiple-access interference is modeled by means
of a Markov model for the number of backlogged transmitters. Enemy jamming is modeled
as worst case pulse jamming. In Section 4.2, throughput-delay performance bounds are
derived in terms of the channel cutoff rate and capacity. The effect of background noise
is included in the formulation, but not included in the numerical analysis because it was
discussed in detail in Chapter 3. Numerical results in Section 4.3 show how network design
parameters such as the retransmission probability, code rate, and processing gain should be
chosen in order to maximize system performance. It is shown that, for a given population
size, traffic intensity, and bit energy-to-jammer noise ratio, there is an optimal probability
of retransmission, code rate, and processing gain that maximizes network performance in
the presence of worst case pulse jamming. It is also shown that, at high traffic intensities
and,/or high noise levels, it is more efficient in terms of network utiliziition to use CDMA

in conjunction with randomn access than to use random access alone. .he effects of pulse
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jamming, with and without jammer state information, are also examined.

4.1 Network and Channel Model

The network and channel model is the same as described in Chapter 3 with rmodifications
made to acccunt for the presence of an enemy jammer. An arbitrary number of radio
units are arranged in a paired-off topology and vie for access to a single network channel.
Transmitters become backlogged due to the effects of background noise, multiple-access
interference, and jammer noise. In a hostile jamming environmennt, CDMA becomes an
even more attractive multiple accessing technique because of its good narrowband interfer-
ence rejection capabilities [74]. Depending on the level of jammer noise, CDMA may be

necessary at all traffic intensities if any appreciable throughput is to be obtained.

4.1.1 Enemy Jammer Model

The enemy jammer is assumed to employ pulse jamming which is an effective counter mea-
sure against direct-sequence spread-spectrum systems. For our purpose, the pulse jammer is
modeled as having a two-level on-off power distribution. With probability p, a code symbol
is jammed with additive white Gaussian noise (AWGN) having a one-sided power spectral
density (PSD) N;/p. With probability 1 — p, a code symbol is uneffected by jamming. The
average one-sided jammer noise PSD is Ny. For simplicity, it is assumed that a code symbol
is either completely jammed or not jammed at all. Also, the jammer is assumed to have
complete knowledge of the multiple-access network except for the exact set of spreading
sequences being used. Furthermore, each receiver in the network is assumed to be affected
by tl 2 same jamming strategy. A practical example of such a network is the uplink of a
satellite relay network, where the satellite has N receivers (one for each of N earth-based
transmitters) and where power control is used to maintain about the same power level from

each transmitter.
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4.1.2 Error Control

Recall that a Type I Hybrid ARQ protocol is used for error control. A more detailed

description of the Type I Hybrid ARQ system is shown in Fig. 4.1. For this analysis, it

Plain ARQ Channel

r T CDMA Cocfn-g Channel —]
Dat Error | Error : :
—B_itib Detection —# Correction —#iInterleaver —#»Modulator —» Spreader |
s Encoder Encoder | , )
| : ‘ Background
i Side Jammer State | Noise
I |Information 1 | Multiple-access
1
(N)ACKs l ! 3 N,v,2,, A Channe Interference
| : ! | Jamming
| l | | Noise
I I
Error Error
%?f:’ Detection }+— Correction : intelx?lz-aver mo dggtor Despreader :l
Decoder Decoder . |

Figure 4.1: Type I Hybrid ARQ System

is assumed that acknowledgements (ACKs) and negative acknowledgements (NACKs) are
made at no cost in performance over a separate return channel in the next immediate time
slot. Cost free and completely reliable (N)ACKs are obtained by transmitting each (N)ACK
with a very large processing gain over an entire time slot. Large processing gains are used
rather than optimal code rate-processing gain combinations. This allows (N)ACK packet
power levels to be reduced so that their contribution to the multiple-access interference is

negligible. Thus, (N)ACKs are assumed not to decrease network utilization.
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4.1.3 Coding Channel

Each data packet that is transmitted over the Type I Hybrid ARQ system in Fig. 4.1
is comprised of one or more code words. As in earlier analysis, each code word is used
for simultaneous error detection and error correction. Intrapacket interleaving is used to
randomize the effects of pulse jamming, in an attempt to make the coding channel appear
memoryless within a time slot. The coding channel is not memoryless from slot-to-slot
because the multiple-access interference changes. Recall that when binary modulation is
used, the code symbol error probability in the presence of AWGN is Ps = f(r);) where r is
the code rate and ); is the bit energy-to-total-noise ratio. For DPSK, f(r);) = % exp{—rA;},
and for BPSK f(r);) = erfc(v/2rX;). If we define b:= r); and a := prAs, where )y is the
bit energy-to-jammer noise ratio, then with probability 1—p, Ps = f(b) and with probability
p, Ps = f (—“:—b) For binary modulation with hard decision decoding, the coding channel
is modeled as a binary symmetric channel (BSC) with crossover probability Pgs, under the
assumption of ideal interleaving.

The cutoff rate and the capacity of the BSC depends upon the availability of jammer

state information. Without jammer state information, the cutoff rate and capacity are:

R, = 1-log, (1+,/4PS(1—P5)), (4.1)

o) 1— H(Ps], (4.2)

il

where H[Ps] = —Pslogy Ps — (1 — Pg)logy(1 — Ps) is the binary entropy function and

Po=(1=n)@®)+0f (25). (43

If jammer state information is available, then the BSC is comprised of two component
channels; A1, when a code symbol is not jammed with probability 1 — p and, Az, when a

code symbol is jammed with probability - cutoff rate of A is

Ray = 1-log, (14 /47) (1 - 18) (4.4)

and the cutoff rate of Aj is
ab
)(1-/(a+b))). (4.5)

b
R,z =1- log, (1+\/4f <a‘:b
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The cutoff rate of the composite channel is [61]
R, = —log, E; {2_R°"'} , (4.6)

where the expectation is over the probability distribution of the component channels. The

corresponding component channel capacities are

ci=1-H[f®), C=1-H[7(Z)], (4.7)
and the capacity of the composite channel is [61]

C = B{C} =1 H[f(8)] + o (1 -H [f (a‘:’f b)} 1+ H[f(b)]) L (48

4.2 Network Analysis

In this section, expressions for the throughput and corresponding average packet delay
are derived in terms of the channel cutoff rate and capacity. This derivation parallels the

derivation in Chapter 3. The impact of jammer state information is considered.

4.2.1 Throughput-Delay Analysis with Partial Side Information

The throughput T of our CDMA system is defined as the expected number of successful
packets per slot T = E{S}, and can be expressed in terms of the composite packet arrival

probability distribution function far(!) and the probability of correct packet reception Pc(l)

as

N
T =Y 1Pc(l) fm(l). (4.9)

=1
The throughput in the presence of jamming is dependent upon the availability of

jammer state information. Jammer state information will increase throughput by increasing
the cutoff rate and capacity of the coding channel. First, consider the case of no jammer
state information. Recall that expressions for the probability of symbol error as a function

of the cutoff rate and capacity can be expressed as Ps = g{“éo C}(Ra, C). For the cutoff rate,

Ps = (1-v1-a3) a=921-Ro __ 1, (4,10)

= 2 ,
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and for the capacity
Ps = H™'[1-C], (4.11)

where H![] is the inverse binary entropy function. By equating (4.3) and (4.10, 4.11),
and recalling that a := prAy and b := rA, the following expression can be obtained for the
bit energy-to-jammer noise ratio;

a(f(25 - /(b))

Ay = .
T e oy (R, C) - 1)

(4.12)

Substituting (3.13) into (4.12) and rearranging gives the following expression;

oo + () () @

Lf( arl, ) ~0
Asr’ \a[l + 071, (m = 1))+ 12,/

The objective of the pulse jammer is to minimize the throughput for a given p,, r, n, A,
and A;. Therefore, a worst case pulse jammer chooses a so that m in (4.13) is minimized.
If the optimal jamming fraction is unity, which usually occurs for sufficiently low code

rates, then (4.12) reduces to

M (R O))
rA¢ — f“l(g{_,émc}(Ro,C)),

J (4.14)

where f~1( ) is the inverse operator of f( - ). By using (3.13) and (4.14), an expres-
sion similar to (3.21) can be obtained for the number of allowable simultaneous packet

transmissions;

n r 1 1
™=y = -5 tL 4.15
r (f_l(g{}%mc}(Ro,C)) Ao /\J) ( )

As in earlier analyses, suppose that the code being used has the property that the
packet error probability is zero if r < {R,,C} and one if r > {R,,C}. Now consider the
limiting case as r — {R,,C} and suppose that the values of N, {R,,C}, n, A,, and Ay
are fixed. If the optimal p is unity, then (4.15) gives the maximum allowable number of
simultaneous packet transmissions in a time slot as i = |m|. If the actual number of
packets [ exceeds i, then information is being transmitted at a rate above the cutoff rate

(capacity). As a result, all packets are incorrectly received and must be retransmitted
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(Pc(l) = 0,1 > ). If the number of packets is less than or equal to i, then all packets are

received successfully ( Pc(l) =1, < m ). The throughput expression in (4.9) becomes

min(#,N)

T= Y Ifm(). (4.16)

=1

To compare networks with different processing gains and code rates on a fair basis,
the throughput must be normalized by a factor of r/n. The average normalized throughput

or network utilization becomes
min(,N)

_{B,CYy _ (R

(
T(pr,{Ro,C},n,p) = - . Lim(l). (4.17)
=1

This is the average number of successful information packets (per slot) per unit time per
unit bandwidth. Note that the normalized throughput is a function of the probability of
retransmission, the code rate, the processing gain, and the jamming fraction, and is always
less than one. The normalized throughput is also a function of the population size, the
composite traffic intensity, the bit energy-to-background noise ratio and the bit energy-to-
jammer noise ratio. However, these latter dependencies are not shown explicitly because

these parameters are assumed to be uncontrolled. The maximin normalized throughput is

Tr,cy =  max max - min T(pr,{Ro,C},n,0),
1<n
in(th,N)
. {RO’C} min
= 27 Ifv(l .
Bhodigha Ty & MO @19
1<n =1
and the corresponding average packet delay as given by equations (3.38 , 3.39) is
D=—2_41. (4.19)
T{r..cy

As earlier, the link utilization derived from the capacity limit will represent a theoretical
performance limit, whereas that derived from from the cutoff rate will represent a practical
performance limit. The optimal probability of retransmission, code rate, processing gain,

and jamming fraction are denoted by p}, {R},C*}, n{BC} and p{ReC} respectively.

4.2.2 Throughput-Delay Analysis with Complete Side Information

If jammer state information is available, it is expected that throughput can be increased. In

this case, expressions for the hit energy-to-jammer noise ratio can be obtained by performing
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the expectations in (4.6) and (4.8) and manipulating the results. For the cutoff rate case,

the following expression can be obtained;

L2 () (-7 () - vien= )

4.20
( - Vaf) (- f(bj)) (4.20)

Substituting b = R,A; into (4.20) results in
ArR, (o= V4, f(Raf\z)(l = FBA)) = )

2a (\/f =) ( f(::—’%:*i-,))—ﬂ(zzoxt)(l—f(mw)

where A; is given by (3.13). Once again, a pulse jammer chooses a in (4.21) so that m is
minimized.

If the optimal jamming fraction p is unity, then @ = rA; and (4.20) reduces to (4.12).
For a given N, r = R,, 1, A,, and A, this gives the same m (4.15) that would result if
the receiver did not have jammer state information. This makes sense because when p = 1
the coding channel is comprised of only one component coding channel. Once again, the
maximin normalized throughput is given by (4.18) with i = |m)].

For the capacity case, the following expression for the bit energy-to-jammer noise ratio

o (/O] -7 |1 ()])

r(C+ H[f(5)]-1)
By using b = C); and (3.13) in (4.22), m satisfies

1- C+(AT"1>H[f(1+n-l:§:(m—1)>]‘f3;fi 4 (a{1+n"r;:z:—1)l+'*o)]
(4.23)

can be obtained;

J= (4.22)

As earlier, the jammer chooses p to minimize m in (4.23). If p = 1, then the coding
channel consists of one state and the expression in (4.15) gives the value of m. The maximin

normalized throughput is given by (4.18) with rh = |m]|.

4.3 Performance Evaluation

In this section, the dependency of the network’s throughput-delay performance on N, v,

As, Pry {Ro, C},  and p is examined in detail. The dependency of p,, { R}, C*}, n{Re:C},

=0.
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and p{BC} on N, v, and Ay is discussed. The effect of jammer state information is also
considered. Throughout the analysis, background noise is neglected in order to isolate the
effect of jamming. The effect of background noise is considered in Chapter 3.

Figs. 4.2-4.3 are plots of the maximin normalized throughput, T(g, ¢} against the traf-
fic intensity v. Figs. 4.4-4.7 are plots of T(g, c} against average packet delay D. These plots
illustrate the combined effects of maximizing throughput over probability of retransmission
pr, code rate {R,,C}, and processing gain 1, while minimizing the throughput over the
jamming fraction p. The first maximization required by (4.18) is perforined for a given
level of jammer noise by fixing D in (3.41), allowing p, to vary (0 < p, < 1) in (3.30), and
solving for a (#, m(n)) solution which maximizes the throughput (3.41). Note that the usual
bursty user assumption (p, > p,) is relaxed, and that most of the throughput-delay results
reported below require that p, > p,. This procedure is repeated for all possible values of
m (1 < < N) and results in N optimal (p,, T(r,c}) ~airs for each fixed value of D. An
alternate procedure, whereby the throughput is fixed and the delay is minimized, produces
the same optimal (p,, T(g, c},™, D) combinations. For the second maximization required
by (4.18), D is again fixed for a given level of jammer noise, and the code rate and process-
ing gain {R,,C;n} are allowed to vary. For each code rate-processing gain combination,
the final step of the optimization is performed by allowing a = prA; to vary in order to
obtain a minimum value of m (i.e., the jammer has the final say). The last two steps of
the optimization yield th values for which the corresponding throughputs are known from
step one. Each value of throughput is then normalized and the maximim normalized value
is selected.

Finally, when jamming is present, we consider two cases. The first case assumes that
Ay is constant, regardless of the processing gain. This means that the jammer will offset
any relative increase in the processing gain, by increasing its total power }v the same
relative amount. Therefore, an increase in the processing gain only reduces the effect of
multiple-access interference. We consider this case because it provides some insights into
the behavior of the network that would otherwise go unnoticed.

The second case is more realistic, because it assumes that the total jammer power is

constant. Therefore, if the spread-spectrum bandwidth is extended by a relative increase in
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the processing gain, then the average bit energy-to-jammer noise ratio will be increased by
the same relative amount. Consequently, an increase in the processing gain reduces both the
effects of multiple-access interference and jamming. Define \; as the bit energy-to-jammer
noise ratio that would be obtained with unity processing gain, i.e., s =X lp=1. With
constant jamming power, Ay is also constant. Then if n > 1, the bit energy-to-jammer noise
ratio will be Ay = n)y. Therefore, the optimization in (4.18) is performed in exactly the

same manner as in the constant Ay analysis except that Ay = f):\J.

4.3.1 Throughput-Delay Performance at Constant Bit Energy-to-Jammer

Noise Ratio

Figs. 4.2-4.3 and 4.4-4.7 are plots of maximin normalized throughput, Tz, ¢}, against traffic
intensity v and against average delay D, respectively. Results are shown for population
sizes N = 10 and 30 and for constant bit energy-to-jammer noise levels of A; = oo and
Ay = 10.00 dB. When jamming is present the effect of jammer state information is shown.
In general, jammer noise has a greater effect on network performance than than background
noise for all traffic intensities. This can be seen by comparing Figs. 4.2-4.7 with Figs. 3.5-
3.7. If v > v{RoC} then throughput-delay performance in the presence of jamming (Ay=
10.0 dB) is almost the same as in the presence of background noise (A, = 10.34 dB).
Nearly equivalent performance occurs because the optimal jamming fraction is close to
unity when Ay = 10.0 dB. For the same reason, jammer state information has little effect
on performance for v > v{RoC} If v < Y{ReC} then jamming causes throughput-delay
performance to be noticeably less than when the channel is subjected to background noise.
Performance degrades because standard narrow-band ALOHA/Hybrid ARQ (n = 1) is
being used for this range of traffic intensities. Note that the availability jammer of state
information has a significant effect on performance, especially for the cutoff rate case.
Figs. 4.8-4.9 illustrate the effect of bit energy-to-jammer noise ratio Ay, population size
N, and jammer state information on the cutoff traffic intensity v{R>:C}, In general, v{Ro.C}
increases to its maximum value (N) as Ay decreases. Note that for each v{Re:C} there is
a corresponding A; which is defined as the jammer noise limit for that calofl Intensivy,

denoted by A}R”’C} . Also, for each A, there is a corresponding cutoff traffic intensity. The
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Ay which v{R=.C} is asymptotic to is defined as the network asymptolic jammer noige limit,
and is denoted i.{,R"'C}. With jammer state information, X§R°’C} = {6.82 dB,4.81 dB}.
Without jammer state information, :\f,RmC} = {7.39 dB,4.97 dB}. The network cannot
operate at bit energy-to-jammer noise ratios below these asymptotic jammer noise limits,
because they represent the smallest Ay that can be present for reliable coded communication
in the absence of multiple-access interference [86].

Figs. 4.10-4.11 show how the optimal processing gain n{EeC} depends on the traffic
intensity for various population sizes N, bit energy-to-jammer noise ratios Ay, and jammer
state availability. For the N = oo case, n{R:C} depends on v in a nearly linear fashion. The
effect of finite population size is a ‘staircase’ type curve which tends to the N = oo curve as
N — oco. Note that for the cutoff rate case, systems with jammer state information require
larger values of nf° than those without jammer state information, while for the capacity
case, jammer state information has no impact at Ay = 10.00 dB because p€ = 1.

Figs. 4.12-4.13 show how the optimal processing gain n{F>C} depends on the bit
energy-to-jammer noise ratio Ay for a particular traffic intensity, v = 5.0, and for N =
10, 30. In general, the optimal processing gain increases with decreasing Ay. Note that
the N = 10 curve overlies the N = 30 curve. Recall that, for a given traffic intensity,
there is a corresponding jammer noise limit ,\.{,R"’C}. Thus, for a given traffic intensity, as
Ay — /\{JR"’C}, n{R‘“C} increases to some finite maximum value at ,\‘{’R‘,,C}' Observe how
n{RoC} increases drastically as \; nears A_{,R°'C} . Should A; be less than the noise limit for
a given value of v, then v < ¥{R+C} and CDMA is no longer the optimal protocol. For this

if,RmC} <Ay < Af,RmC}

case, , the optimal processing gain is unity. By using Figs. 4.8-4.13,
it is possible to estimate n{R=:C} for any values of Ay, v, and N, because of the nearly linear
dependency of n{FeC} on p.

Fig. 4.14-4.15 summarize the dependency of the optimal code rate { R;,C*} on the bit
energy-to-jammer noise ratio Ay , with and without jammer state information, respectively.
Note that the selection of the optimal code rate depends primarily upon v, Ay and the
availability of jammer state information, and does not directly depend on N. In fact, the
same results are obtained for all population sizes [29,86]. When A\; = oo and v < v{RC}

the optimal code rate {R},C"} is unity. Hence, the optimal protocol is plain ARQ. In
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fact, plain ARQ is used only when Ay = oo and v < v{ReC}  When A\; < oo and
v < v{RC} {0.454,0.500} < {R*,C*} < 1.0 when jammer state information is available,
and {0.247,0.379} < {R},C*} < 1.0 when it is not. In either case, Hybrid ARQ is used.
For A\y < o0 and v > V{R”'C}, 0.454 < R} < 0.480 and C* = 0.500 when jammer state
information is available, and {0.247,0.379} < {R;,C*} < {0.480,0.500} when it is not.
CDMA is the optimal protocol in this case. Note that for a given level of jammer noise,
the optimal code rate can be determined as the traffic intensity varies by using Figs. 4.8-4.9
and 4.14-4.15 . For a given Ay, Figs. 4.8-4.9 gives the corresponding v{E=:C}. As the traffic
intensity varies above and below this particular »{2C} the optimal code rate is given by
the lower branch and upper branch of Figs. 4.14-4.15, respectively.

The d:pendency of p{B+C} on Ay is shown in Figs. 4.16 and 4 18, with and without
jammer state information, respectively. As with the code rate, the selection of the optimal
jamming fraction depends primarily upon v and Ay, and the availability of jammer state in-
formation. The optimal jamming fraction does not depend on the population size. Observe
that if v < p{ReC} then p{R°'C} —0as Ay — 0o0. If v > 1C, then p€ — 1 as Ay — oo with
or without jammer state information. If v > v, then p®° — 1 as Ay — oo with jammer
state information. However, without jammer state information, p®° — 0 as A; — oo with
a scalloped appearance.

Finally, it should be noted that for each of the optimal jamming fractions given in
Figs. 4.16 and 4.18, there actually exist a range of jamming fractions about p{Fe:€} which
result in the same network performance. This range of p values occurs tecause i = |m]|
where m is a convex cup function in p over this range of p. The lower and upper bounds on
the range for the optimal jammming fraction py}j'c} are shown in Figs. 4.17 and 4.19 for
the cases of wit.. ... without jammer state information, respectively, and for v > p{Ra.C}
For v < v{Re:C} standard narrow-band ALOHA is used (th = 1) with just enough coding
({R,,C} < 1.0) to overcome the effects of jamming. For this case, any nonzero value for the
jamming fraction (0.0 < p < 1.0) results in h = 1 and produces the same results. Similar
nonzero ranges for p occurs when CDMA is used, but only at high bit energy-to-jammer

noige ratios, Ay > 10.0 dB.
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4.3.2 Throughput-Delay Performance at Constant Jammer Power

Fig. 4.20 is a plot of the maximin normalized throughput T, against traffic intensity for the

case of constant jammer power. Results are showned for N = 10 and oo, with jammer state

}

information, and for :\_{,R"'C ranging from —10 dB to co dB. Results for N = oo provide a

lower limit on performance. If As < :\§R°’C} , then a cutoff intensity does not exist and the

throughput increases gradually with the traffic intensity. In this case, both coding (r < 1.0)

and processing gain (n > 1.0) are necessary to achieve a nonzero throughput for all traffic

intensities. Recall that for the constant A; analysis, when Ay < :\ngc}

}

then throughput
was zero because :\_{,R"’C represented the smallest jammer noise level that can be present for
reliable coded communication in the absence of multiple-access interference. If XJ > :\gR"'C} ,
then a cutoff intensity exists and the throughput-traffic intensity characteristic takes on a
form similar to that obtained in the constant Ay analysis. For :\J > XSR“C} and v < V{R"'C},
coding alone is sufficient to overcome the effects of jamming (n = 1).

Fig. 4.22 summarizes the dependency of th on the traffic intensity v and the bit energy-
to-Jammer noise ratio :\J, for a population size of N = 10. This diagram is very useful
because it inherently summarizes the dependency of the optimal processing gain, code rate,
and jamming fraction on v and Xs. To see this, observe that for a given :\1, ™M remains
constant over a certain range of v. For each {:\;,ﬁm}, there is a corresponding n{Re:C},
{R};,C*}, and p{R"'C} which also remain constant over the same range of traffic intensity.
Note that for a given value of 1, the corresponding n{f=C} {R? C*}, and p{R>C} do
not depend on the population size. These results are shown in Figs. 4.23-4.25. As with
the constant A case, there are upper and lower bounds for p{Re:C}. These are shown in
Figs. 4.26-4.27.

Results for the capacity case with jammer state information are shown in Figs. 4.28-
4.35. Results for the cutoff rate and capacity cases without jammer state information closely
follow the results with jammer state information, and are not given here. Partial results for

the cutoff rate case without jammer state information are shown in [30] .
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CHAPTER 5

Operational Considerations

This chapter discusses general network operation under ideal conditions and practical issues

which must be considered when implementing the theoretical results developed in this study.

5.1 General Network Operation

The results presented in Chapters 3 and 4 suggest that the network will operate in one
of three modes: plain ARQ, Hybrid ARQ, or CDMA. The mode of operation selected de-
pends primarily upon the traffic intensity v, the noise level A, s, and, to a lesser degree,
upon the population size N and the availability of jammer state information. Ideally, each
transmitter and receiver knows the exact network state [v, A, s, N, Jammer State] and the
corresponding optimal design parameter values [p?, {R:,C*},n{B=C}], and the network is
homogeneous. As such, the same optimal code rate and processing gain are used for trans-
mitting (encoding) and receiving (decoding) a packet, and optimum network performance
is achieved.

Under the above ideal operating conditions, two situations are possible: :io,_; > iiﬁ"'c}
or :\,,,J < :\if,"'c} If :\O,J > :\5’13,,,0} and the traffic intensity is low enough to permit stable
network operation ( eg., v < 0.5 ), the network will operate in the plain ARQ mode when
:\O,J = oo and in Hybrid ARQ mode when 5\.,,1 < oo. In this case, a transmitter will have to
decide whether it wants to operate with minimal delay, maximum (maximin) throughput, or
some non-optimal throughput-delay combination in between by choosing the appropriate

probability of retransmission in Fig. 3.8. For :\O,J > :\if,"’c}, the probability of retrans-

mission is adjusted according to variations in the traffic intensity and the population size
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(Fig. 3.8), and the code rate is adjusted to changes in the noise level (Fig. 3.15) depending
upon the availability of jammer state information (eg., Figs. 4.14,4.15). When the traffic
intensity reaches a certain level (0.5 < v < 1.0), the network becomes unstable. As the
traffic intensity continues to increase, a cutoff intensity is eventually reached where the op-
timal protocol becomes CDMA. The employment of CDMA stabilizes the network. While
in the CDMA mode of operation, the probability of retransmission is adjusted according
to variations in the traffic intensity and population size (Fig. 3.8), the processing gain is
adjusted according to changes in the traffic intensity, the noise level, and the population size
(eg., Figs. 4.8,4.13), and code rate is adjusted to changes in the noise level (eg., Figs. 4.14-
4.15). When jamming is present, code rate and processing gain adjustments depend on the
availablity of jammer state information.

For the situation where :\O,J < :\iizf'c}, CDMA is optimal for all traffic intensities.
For this case, optimal design parameter values are selected as they are for the CDMA case

described above.

5.2 Practical Operational Issues

Consider a satellite relay network. The up-link portion of this network can be modeled as
having a ‘centralized’ paired-off topology (Fig. 3.1.b.). Each terrestrial transmitter is paired
with a particular satellite receiver by means of a seperate code channel (explained latter).
The homogeneous network assumption applies in this case because all packets arrive at the
satellite receivers with equal power levels (otherwise power control can be used), and all
satellite receivers are affected by the same jamming strategy. Thus, the analysis of this
study applies to the up-link portion of the network.

At the satellite, an attempt is made to despread and/or decoded all arriving packets.
Should the code rate and processing gain be insufficient for the current network conditions
(i.e., M > ), then all packets will be incorrectly decoded and will be subsequently NACKed
by the satellite. Otherwise, all packets are relayed to their intended terrestrial receivers.

In general, the analysis of this study does not apply to the down-link portion of the
network because the topology is not paired-off. Ordinarily, the possibility exists for multiple

packets to be addressed to the same receiver. This violates the paired-off assumption.
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However, should the probability for multiple addressees be negligible, then the down-link
is paired-off and the analysis applies. In either case, note that when transmitting on the
down-link(s), the satellite knows the number of simultaneous packets being relayed so that
it can select just enough (optimal) coding and processing gain to overcome the effects of
multiple-access interference experienced at the terrestrial receiver. As long as the enemy
jammer’s strategy is to jam the satellite instead of the terrestrial portion of the network,
then the homogeneity assumption applies to the down-link because the satellite broadcasts
its composite signal to all terrestrial receivers.

For optimum network performance, it is critical that each transmitter-receiver pair
have an accurate and compatible estimate of the network state [v, A, s, N, Jammer State].
An accurate network state estimate is necessary so that optimal design parameter values
(pr, n{feC}, {R,,C}], such as those determined in Chapters 3 and 4, are selected for the ex-
isting network conditions. Inaccurate network estimates result in either insufficient packet
coding which increases packet retransmissions (delay) or overly coded packets which de-
creases throughput. A compatible estimate is necessary so that receivers use the correct
(transmitted) code rate and processing gain to decode the received packet. In the current
example, the satellite and terrestrial receivers do not necessarily experience the same net-
work state (e.g., multiple-access interference, jammer noise). This makes it difficult for
terrestrial transmitters to select design parameters values (code rates and processing gain)
which are optimal for reception at the satellite. Techniques for network state estimation
and dissemination are discussed more fully below.

There are numerous techniques available for estimating the network state. Estimates
of A, can be obtained by measuring the background noise during quiet (no traffic) periods,
or by measuring background noise in an adjacent unused frequency band. These estimates
of A, can be used for both the narrow-band and CDMA modes of operation. Estimates of Ay
are more difficult to generate. For narrow-band operation, the presence of an enemy jammer
is easily detected by the resulting sudden increase in received energy. A measurement of
the instantaneous signal-to-noise ratio can be used to make a reasonably accurate estimate
of Ay [56]. For CDMA operation, however, there is no clear way to estimate A; in the

presence of multiple-access interference. This is a subject for further research.
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Table 5.1: Optimal Code Rate R} and Processing Gain n®° Values for A, ; = co and N = 10

The traffic intensity can be estimated either directly or indirectly. For narrow-band
operation, v can be estimated directly by simply counting the number of successful packet
transmissions over a certain number of slots periods. For CDMA operation v can be esti-
mated directly by monitoring the pseudonoise level (eg., the receiver front end automatic
gain control voltage) [90]. Indirect methods for estimating v during narrow-band operation
typically involve an estimate of the number of backlogged users #t (& = p,(N — #i) + p,fi].
Estimates of #i are derived from the statistics of the acknowledgement channel [28,34,45,65).
Another technique for indirectly estimating the traffic intensity is to monitor the number
of errors corrected by the forward error correction hardware. The number of errors cor-
rected within a packet gives the probability of symbol error which, with an estimate of the
noise level, can be used in equations (3.21) or (4.15) to give an estimate of the number of
simultaneous users per slot. This estimation technique can be used for both the narrow-
band and CDMA modes of operation. For the present network example, assume that any
one or a combination of the above estimation techniques are used to derive an estimate of
the network state. Furthermore, assume that estimate inaccuracies fall within the design
safety margin of the design parameter tables discussed below. Finally, regardless of the
technique used, estimates can be made to adapt over time by windowing the estimate over
an appropriate number of time slots.

Optimal values of the network design parameters [p;, {R},C"*}, n{R"'C}] versus the
network state [Xo,], v, N, Jammer State] are available in a ‘table look-up’ fashion at each
receiver and transmitter. Due to the discrete nature of 1 and the spreading sequences,
optimal design parameter values for the code rate and processing gain remain fixed over
various ranges of v for a given A,y and N. For example, Table 5.1 gives the cutoff rate

results for :\o'J = oo and N = 10. Note that processing gains have been increased
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to the next higher integer value (eg., 5.25 becomes 6) because spread spectrum coding
requires an integer number of spreading chips. Processing gains can be further increased
to provide greater design safety margins, but at the expense of operating farther from
optimal performance. Larger ranges in system parameters can be used for a given set of
design parameter values (coarser grain) to save on memory space, again, at the expense
of performance. Optimal retransmission probabilities are not shown in Tabel 5.1, but are
available at each receiver and transmitter. Recall that p; varys continuously with v for a
given N, and depends on :\o, 7 only through vFe,

Because networks are rarely homogeneous throughout, as in the current example,
transmitters will not know the network state at the corresponding receiver. Therefore, for
the current network example, the following protocol is used to disseminate network state
information between transmitter-receiver pairs. Initially, the transmitter uses an estimate of
its own network state as an estimate of the receiver’s network state. Design parameters are
selected and the packet is encoded accordingly. The transmitted packet’s header contains
the transmitter’s network state and the design parameter values which were used to encode
the data portion of the packet. At the receiver, the packet header is decoded and the
packet decoding instructions and the transmitter network state information are recovered.
The receiver uses the decoding instructions to decode the data portion of the packet and
inverts the transmitter’s network state information to obtain optimal encoding parameter
values for encoding the next data packet to that transmitter. Note that additional coding
may be used to further ensure successful reception of the data packet, but at the expense
of less than optimal performance. Recall that very large processing gains are used instead
of optimal code rate-processing gain combinations for encoding acknowledgement packets.
Acknowledgement packet headers will, however, contain receiver network state information
and decoding instructions. When the initial transmitter decodes this acknowledgement, it
recovers the current estimate of the receiver’s network state and uses this estimate to encode
the next data packet transmission to that receiver. All subsequent packet transmissions
between the transmitter and receiver contain updated network state information which is
used to maintain optimum network performance as the network conditions vary. For this

discussion, assume that the network state does not vary within the slot period, and does

—
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not vary drasticaily from slot to slot.

For the slotted operation considered in this analysis, assume that the duration of a
packet equals one time slot. Each packet is composed of a packet header followed by the
data. The packet header is encoded with the spreading sequence (address) of the intended
receiver and is used by the receiver for packet sychronization. Note that the packet header
is encoded with the spreading sequence regardless of which mode of network operation. The
packet header also contains packet decoding instructions which are the design parameter
values used by the transmitter to encode the packet, the transmitter’s network state, and
the packet’s destination.

Each packet is comprised of a single codeword. Error correction/detection is achieved
by using a low rate (r = 0.5), high constraint length (e.g., 32) punctured convolutional
code. Code puncturing provides for a variable rate code which uses the same basic en-
coder/decoder structure for all possible code rates. A punctured code is a high rate code
(r = (v — 1)/v) obtained by periodically deleting certain symbols from the output stream
of a low rate (r = 1/v) encoder. Depending on the original low rate code and the number
and positions of the punctured symbols, code rates within the range 1/v < r < (v—1)/v
can be obtained. Punctured codes have been shown to perform nearly as well (i.e., within
0.1 to 0.2 dB) as the best known convolutional codes for the given rate '26,27,32]. Fano
sequential decoding is used with a time-out algorithm [52]. With the time-out algorithm,
retransmissions are requested when the decoding time exceeds the decoder time limit. The
decoder time limit is yet another design parameter over which performance can be opti-
mized. Packet lengths on the order of 1000 bits are used so that the decoding tail (eg., 32
bits) is negligible.

Gold code sequences are used for spreading (address) sequences. They have been shown
to exhibit good autocorrelation (peak value of n = 2/ — 1) and crosscorrelation (bounded
maximum peak value of 1 + 20"+2)/2) properties and sufficiently large family size (1 + 2).
Here, { is the shift register(s) length used to generate the sequence [19,80]. Sequence lengths
on the order of several thousand chips (eg., | = 15) are used to provide ample processing
gain and code family size. Longer code lengths are avoided so that crosscorrelation bounds

are not unnecessarily large. When in the CDMA mode of operation, transmitters encode the

-
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entire packet with the spreading code of the intended receiver (receiver-directed). Variable
amounts of processing gain are obtained by using sufficiently long segments of the basic
spreading code. Again, packet headers are always encoded with a portion of the appropriate
spreading sequence to aid in packet synchronization.

As a final note on performance comparison, assume that there is a certain amount
of available transmission bandwidth, and that the network transmission rate remains fixed
using this entire bandwidth regardless of which mode of operation , narrow-band or CDMA.
When operating in the narrow-band mode, the data (information) rate depends only on the
code rate r, excluding the overhead due to the packet header, the decoding tail of the
convolutional code, etc., (Tg = 1Ts = 1T¢). When no coding is used (r = 1.0), the
duration of a data bit, a code symbol, and a spreading chip are equal (Tg = Ts = T¢).
In this case, the data rate equals the network transmission rate. When operating in the
CDMA mode, the data rate is reduced by a factor of r/n to account for the coding and
the processing gain being used (T = %Ts = 1Tc¢). Alternately, a comparison of the
amount of bandwidth required to support a certain fixed data rate could be made. In this
case, CDMA would require approximately n/r more bandwidth than uncoded narrow-band
ALOHA. Although CDMA uses more bandwidth (or a slower data rate) than narrow-band
ALOHA | recall that CDMA is still more efficient in terms of network utilization than
narrow-band ALOHA for the existing network conditions (.e.g, v > V{R°’C}). In fact, when
the network is stressed (e.g., XO’J < :\550,0} )}, CDMA may be required in order to obtain

any reasonable throughput.
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CHAPTER 6

Conclusions

The objective of this research was to examine and optimize the performance of a slotted
direct-sequence random access CDMA network. Performance was evaluated in terms of link-
level throughput-delay for networks stressed by multiple-access interference, background
noise, and jammer noise. Performance was optimized over network design parameters such
as the retransmission probability, code rate, and processing gain in the presence of a worst
case enemy pulse jammmer. Performance results were obtained for the network operating

with complete and partial side information. These results are summarized below.

6.1 Summary of Results

6.1.1 Performance Results for Background Noise with Complete Side

Information

The following results help to characterize the general behavior of CDMA networks, and

provide useful guidelines for their design.

e A key result of this study is that, at high traffic intensities, it is more efficient in
terms of network utilization to use CDMA in conjunction with Type I Hybrid ARQ
than to use Type I Hybrid ARQ alone. For slotted narrow-band ALOHA systems,
throughput falls off dramatically as the traffic intensity increases beyond unity. Delay
becomes very large. However, when CDMA is used, throughput initially decreases
to some minimal value, at a particular traffic intensity, and then increases again.

The corresponding delay decreases. The traffic intensity at which CDMA achieves
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this improved performance over the Hybrid ARQ was defined as the cutoff traffic
intensity. The cutoff traffic intensity designates when CDMA should or should not
be used. When operating at traffic intensities above the cutoff traffic intensity, it is

more efficient to use CDMA, while below it Hybrid ARQ should be used.

Lower performance limits based on the bit energy-to-background noise ratio were de-
termined. These were defined as the asymptotic noise limits. They represent the
smallest level of background noise that can be present for reliable coded communica-
tions in the absence of multiple-access interference. Network operation is not possible

below these limits.

The retransmission probability plays a critical role in the throughput-delay-stability
tradeoff. Numerical results showed that the optimal retransmission probability de-
pends primarily on the traffic intensity, to a lesser degree on the population size, and
only indirectly on the level of background noise. For low traffic intensities (i.e., less
that unity), there are two possible values for p}. One value corresponds to operating
with maximal throughput and nonminimal delay, and the other value corresponds to
operating with minimal delay and nonmaximal throughput. Values of retransmission
probability between these these two optimal values may be used to trade off through-
put for delay, or vice-versa. For the higher traffic intensities, CDMA is used and, in
general, p} = p, = v/N. Here again, the choice can sometimes be made between
maximal or nonmaximal throughput by choosing p, pny or p, NpN. Also, some other
nonoptimal p, within the range of the optimal p, values can be selected in order to

trade off throughput for delay.

The optimal processing gain and code rate depend strongly on the traffic intensity
and the level of background noise, respectively. There is a stepwise linear dependency
between optimal processing gain and traffic intensity. Population size has little effect
on the optimal processing gain and has no effect on the optimal code rate. For traffic
intensities less than the cutoff traffic intensity, the optimal processing gain is unity
and the optimal code rate varies between unity and approximately one-half. Hybrid

ARQ is the optimal protocol in this case. For traffic intensities greater than the cutoff
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traffic intensity, the optimal processing gain is greater the unity and the optimal code
rate is constant at approximately one-half. CDMA is the optimal protocol in this

case.
e In general, optimal design parameter values are insensitive to the population size.

e CDMA has a stabilizing effect at high traffic intensities.

6.1.2 Performance Results for Jammer Noise with Partial and Com-

plete Side Information

e Constant Bit Energy-to-Jammer Noise Ratio (As):

— Comments made concerning the background noise analysis apply here for the
case of constant Ay. At high traffic intensities, it is more efficient to use CDMA
that to use hybrid ARQ. Notions of a cutoff traffic intensity and an asymptotic

jammer noise limit also exist.

— For a given traffic intensity and population size, pulse jamming has a more severe
effect on network performance than background noise. As such, pulse jamming
tends to increase the required optimal processing gain and decrease the required
optimal code rate. The absence of jammer state information accentuates these

effects.

— Optimal values of the jamming fraction depend primarily on the jammer noise
level, the traffic intensity, and the availability of jammer state information. They
do not depend on population size. At traffic intensities above cutoff, there exists
a range of jamming fractions about the optimal jamming fraction which when

used by the enemy jammer result in the same throughput-delay performance.
e Constant Jammer Power (1;):

— With constant power jamming, two situations arise. If Ay < :\SR“C}, then a
cutoff intensity does not exist and the throughput increases gradually with the

traffic intensity. In this case, both coding (r < 1.0) and processing gain (n >

N
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1.0) are necessary to achieve a optimum performance. If s > :\f,R“C}, then
a cutoff intensity exists and the throughput-traffic intensity characteristic takes
on a form similar to that obtained in the constant Ay analysis. For :\J > XJ
and v < piBC} coding alone is sufficient to overcome the effects of jamming
(n=1).

~ For a given Ay, the maximum allowable number of packets transmissions in a time
slot 71 remains constant over a certain range of v. This ‘staircase’ dependency of
fon v and Ay inherently summarizes the dependency of the optimal processing
gain, code rate and jamming fraction on v and Ay . For each {As,™}, there
is a corresponding n{R-C} {R* C*}, and p{R>C} which also remain constant
over that range of traffic intensity. For a given h, the corresponding n{ReC},

{R:,C*}, and p{B=C} do not depend on the population size.

e In general, the use of CDMA tends to force the enemy jammer to choose a jamming

fraction of one.
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CHAPTER 7

Suggestions for Future Research

Many research questions have arisen during the course of this research which are worthy of

further study.

e Adaptive Hybrid ARQ protocol. Examine the performance of an adaptive hybrid

ARQ protocol. With adaptive hybrid ARQ, packets are transmitted by using a code
that has a relatively high initial rate r;. This ensures that the throughput is not
unnecessarily supressed due to excessive coding redundancy. If the initial code rate
exceeds the cutoff rate (capacity) of the channel during a particular slot interval, then
the packet will be eroneously decoded and a retransmission will be requested. If the
retransmitted packet, coded with rate r;, also exceeds the cutoff rate (capacity), then
the two codewords are combined to form a code with rate r;/2. This lower rate code
may have a rate that does not exceed the composite channel cutoff rate (capacity),
hence allowing correct decoding. If not, more retransmissions are required. Multiple
packet retransmissions are combined to obtain a sufficiently lower rate code r; /(w+1),
where w is the number of retransmissions. For the adaptive hybrid ARQ case, the
availability of packet side information provides the receiver with knowledge of the
number of packets transmitted in each slot or, equivalently, the level of multiple-access
interference associated with each packet (codeword) reception. This information can
then be used as a measure of the packet reliability (codeword) so that codewords can

be appropriately weighted during the decoding process.

e Channel state estimation. Develop techniques for estimating the bit energy-to-jammer

noise ratio and jammer state in the presence of multiple-access interference.
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e Channel state dissemination. Determine more efficient and reliable algorithms for

disseminating channel state information. The stability of these algorithms is critical

for proper network operation.

o Alternate network topologies. The star topology, for example, represents an alterna-

tive topology which could be investigated within the framwork of this study. The
effects of capture significantly effect network performance in this case. Additionally,
the effects of the effects of pathloss, shadowing, multipath fading, as well as multiple-

access interference, background noise, and jammer noise, could be studied.

e Alternate acknowledgement schemes. The current analysis assumes that acknowl-

edgements are cost free and completely reliable. For network operation in the presence
of jamming, an entire time slot is used for each (N)ACK. This permits the (N)ACK
packet power level to be adjusted low enough so that its multiple-access interference
has a negligible effect on the data packets. Techniques for determining when, and by
how much, (N)ACK packet power levels can be reduced are necessary to implement
such a scheme. Also, the effect of transmitting (N)ACK packets at power levels equal
to the data packets could be investigated. Additionally, the analysis could be general-
ized and performance potentially improved by the use of alternate acknowledgement

schemes (eg., minislots).

e Pure ALOHA. The performance analysis of asynchronous ALOHA would generalize

the results obtained so far for slotted channel operation.

¢ Soft Decision Decoding. With jammer state information, soft decision decoding yields

better performance than the hard decision decoding assumed in this study.
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APPENDIX A

Appendix

In this appendix, the state transition probabilities p;; are derived for the Markov model
discussed in Chapter 3. Recall that we view the network as a discrete-time system where
n(t) represents the number of backlogged users n during a particular slot interval. For
a population size of N, the network may be in any one of N + 1 possible states. The
state transition probability p;; is defined as the probability of moving from a state having ¢
backlogged users in a given time slot to a state having j backlogged users in the next time
slot or

pi; = Prob{n(t + 1) = j | n(t) = i}. (A1)
In one step, n(t) may decrease by an amount up to 1, remain the same, or increase in size
up to N.
Case I : A decrease in backlog.

An | = 1 — j decrease in n(t) occurs when ! retransmissions are successful. In the
present system, this can occur only when ! retransmissions occur together with up to v — [
new transmissions. Any combination of new transmissions greater than (i — {) plus !
retransmissions would be blocked by the network. Any combinations involving fewer or
greater than ! retransmissions would represent a different state transition probability. Thus,

Pii-t = Problup to (rh —{) NTX]- Prob[{ RTX]

min(m—1,N ~i)

S bk, N —i,p0)b(L,i, ), (A.2)
k=0

where the terms in the summation represent the binomial distribution function such that

b(a,n,p) = (3) p*(1-p)"" % (A.3)
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and NTX and RTX are abbreviations for new packet transmissions and packet retrans-
missions, respectively. Note that ri limits the size in which decreases in the number of

backlogged users can be made. That is
Pii-1 =0, for I > m (A.4)

Case I : Backlog remains constant.

Remaining at the same number of backlogged users can occur in three ways. Trans-
missions may involve neither NTXs nor RTXs, only NTX, or only RTXs. Note that trans-
missions involving both NTXs and RTXs necessarily increase or decrease n(t).

A. A transmission involving neither NTXs nor RTXs occurs with probability

pii = Prob[no NTX]: Prob{no RTX]

b(0,N —1,p,)5(0,1, p,). (A.5)

B. A transmission involving only NTXs can maintain the same number of backlogged
users only if the number of NTXs are less than or equal to /1. This occurs with probability
pii = Probno RTX]: Problup to s NTX]

min{N —i,/M)

= (1-p) > bk, N—i,po). (A.6)
k=0

C. A transmission involving only RTXs can maintain a constant backlog size if more

than m RTXs are attempted. This occurs with probability

pii = Prob[no NTX]: Prob[more than rih RTX]

b(0,N —1,p,) Z': b(k,s,p—r). (A.7)
k=m+1

Using (A.5), (A.6), and (A.7) and accounting for the relative sizes of the current

number of backlogged users ¢, i, and N, p;; can be expressed as
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min(N=42) bk, N ~ i, p,)b(0,4, pr), i<

| s sopoien (a9
i — i |
+ Zhems1 b(k,6,p,)8(0, N —4,p,), h<i<N

L 22{:7&-}-1 b(k) N’pr) + b(o) N,pr): " = N
Case III : An increase in backlog.
An [ increase in the number of backlogged users occurs when { NTXs occur together

with more than (1 — ) RTXs. This occurs with probability

pii = Prob[l NTX] - Prob[more than (1 — ) RTX]
M-l

b1, N —i,p.)[1 — D b(k,i,p,)). (A.9)
k=0

Note that as opposed to the decrease in backlog case, a one-step increase in backlog is limited
by the quantity N — ¢. Note also that increases in backlog are impossible for combinations

of NTXs and RTXs totaling less than or equal to .




Combining (A.2), (A.8), and (A.9), the state transition probabilities p;; become:

{

Pi,‘:{

\

(for § < 1)

0,

TR N =0 bk N — i, po)b(i — §,4,pr),

(for 7 = 1)

TRV =ER) g, N — i, po)b(0, 4, pr ),

min{N—

min(N=57) b(k, N — i, 20)5(0,4, py)
+ Ei:fh‘}-l b(k7‘)p’)b(07 N - ia po))

E;cv=fh+1 b(k: N)pr) + b(O, N, pr);
(for 7 > 1)

0,

b(] - i., N - i,po)[l - Ek;di-H b(k,i,p,)],

b(] - ‘7N - i)po),
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t—j>m
i—j5j<m
i<m
(A.10)
m<i< N
1t=N

M<j<N,j~i<h

m<j<N,j~-1>m

Note that for 7 = 1, (A.10) reduces to the state transition probabilities for the conventional

narrow-band slotted ALOHA [39], and that (A.10) is a special case of the state transition

probabilities derived in [75) for random access CDMA networks.
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